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Abstract

This study is a contribution to the SwissText
Shared Task 2024, aimed at an improvement
of the automatic classification of scientific ab-
stracts related to the United Nations’ Sustain-
able Development Goals (SDGs). Using Se-
mantic Scholar API, we augment the small and
highly imbalanced training set by retrieving ad-
ditional abstracts from citations of the original
dataset. The enriched dataset is then used to
fine-tune a number BERT-based models as well
as the Mistral-7B model, which is fine-tuned
in a parameter-efficient way with QLoRA. Ex-
perimentation with various ensembling strate-
gies reveals a positive influence of prediction
confidence, with the best ensembling strategy
yielding the accuracy of 77% and macro F1 of
77%. The submission occupied place 10 when
evaluated on the Shared Task’s test set.

Keywords: Sustainable Development Goals,
SDG, NLP, QLoRA, BERT, ensembling, text
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1 Introduction

This study is a team submission to Task 1 of the
SwissText Shared Task 20241. The Shared Task is
a part of the Swiss Text Analytics Conference. The
goal of the shared task is to improve upon the ex-
isting ways of automatic classification of scientific
abstracts related to the United Nations’ Sustainable
Development Goals (SDGs)2.

Natural Language Processing (NLP) has demon-
strated significant potential in addressing various
socio-economic challenges, from healthcare and
education to climate change: For example, BERT
models have been successfully used for identify-
ing geographic entities in climate literature which
enables monitoring evolution of climate issues
(Mallick et al., 2024). Additionally, larger LLMs

1see Appendix A for our code implementation and the
software specifications used for this submission.

2see https://sdgs.un.org/goals

like Mistral-7B has been effectively applied to tasks
such as medical dialogue systems (Zhao et al.,
2024).

By leveraging the tools offered by Natural Lan-
guage Processing, the Shared Task aims to build
a better approach towards identification and anal-
ysis of academic research pertinent to sustainable
development. This, in its turn, should help to both
quantify and leverage the impact of academia on
the progress in achieving these global goals.

The key contributions and findings of this study
are the following:

• We study the effect of augmenting the SDG
training data with weakly labeled citations
fetched via the Semantic Scholar API.

• We fine-tune and evaluate 4 different BERT
variants and an adapter for Mistral-7B with
QLoRa.

• We experiment with various ensembling tech-
niques for all the models we fine-tuned.

2 Dataset

2.1 Dataset Description
Task 1 focusses on the classification at the level of
the SDGs, where each abstract is to be mapped to
a single SDG number (class label). There are 18
classes in total: 17 SDGs and an additional class
zero ("non-relevant"). The latter is reserved for the
articles that should not be classified as relevant to
any of the SDGs, posing a challenge and demand-
ing a creative solution.

The final version of the train set includes 430
entries in jsonl format from the UZH publication
repository Zora. It contains Zora ID, title, abstract,
URL and a target SDG number. The dataset is
extremely unbalanced, with nearly half of the train
set represented by the four largest classes (life on
land, good health and well-being, climate action,
and non-relevant).



In addition to the train set provided by the Task
organizers, there exists the OSDG Community
Dataset (OSDG et al., 2021), which appears to be a
popular resource in the research on automatic SDG
classification (Pukelis et al., 2022).

2.2 Dataset Modifications
The train set history on GitHub3 reveals two rounds
of modifications between the task release and the
submission deadline. The modifications of the train
set during the Shared Task had a twofold impact:
Firstly, they caused the participants to reconsider
gold standard labels for the modified records and
the features which could be most informative. Sec-
ondly, they pointed towards a potential lack of con-
sensus among annotators regarding some problem-
atic classes.

Crucially, the ad hoc modifications raised a con-
cern whether the final split into the train and test
was done truly randomly, i.e. preserving the orig-
inal class distribution and in accordance with the
same annotation guidelines. A chi-square test con-
firmed our suspicion that the train and test set are
extremely unlikely to come from the same distribu-
tion (Chi2: 63.6, p-value: 2.63×10−7). See Figure
2 and Appendix D for a more detailed analysis.

3 Methods

3.1 Data Augmentation
In order to acquire more data to fine-tune our mod-
els with, we resorted to the Semantic Scholar API
(Kinney et al., 2023). For each original record,
we gathered all of its citations and generated new
records by concatenating their titles and abstracts.
Each new record was then assigned the same la-
bel as the work it referenced, without any manual
supervision.

This weak labeling approach carries some risks.
Although scientific papers usually cite thematically
related manuscripts as part of their related work,
there remains a possibility that such overlaps may
be unrelated to the SDG labels (see Section 6).

We hypothesize that following along "citation
paths", we can better capture the trends within
SDGs. For example, out of the 17 records labeled
with SDG 7 (renewable energy) in the provided
train set, 15 concern solar energy and water split-
ting, only one publication is on the topic of adaptive
energy consumption, while the remaining record is

3https://github.com/ZurichNLP/sdg_swisstext_2024_
sharedtask

related to cloud networks. Crucially, the majority
of those records were published in 2018-2019, ig-
noring the developments and themes of other years
and decades. By including the publications that
build upon previous research, we strive to harvest
the evolution of topics over time and thus mitigate
the limitations of the train set.

3.2 Models
3.2.1 BERT Variants
The following BERT variants were selected for
fine-tuning:

• Multilingual BERT: BERT pretrained on the
top 104 languages with the largest Wikipedia
using a masked language modeling (MLM)
objective (Devlin et al., 2018).

• SciBERT: BERT pretrained on a corpus of
1.14M papers, 3.1B tokens built through the
Semantic Scholar API. Additionally, it has its
own vocabulary (scivocab) fit to match the
training corpus (Beltagy et al., 2019).

• Aspect-Based SciBERT: BERT pretrained to
perform pairwise document classification on
a dataset of citing and cited papers originating
from the ACL Anthology (Ostendorff et al.,
2020).

• BioBERT: BERT pre-trained on large-scale
biomedical corpora consisting on PubMed ab-
stracts and PMC full-text articles (Lee et al.,
2019).

The selection of these models took into account the
type of data used in their pretraining, which should
make the models efficient at processing scientific
and technical texts in our task.

3.2.2 Mistral-7B with QLoRA
Due to promising results from manual zero-shot
experiment using Mistral-7B on the SDG classifi-
cation tasks, we decided to leverage the semantic
knowledge of this large language model and fine-
tuned it on the classification task (Jiang et al., 2023).
Since our available resources were limited to a sin-
gle T4 GPU (see Appendix C), we opted for the
parameter efficient fine-tuning approach QLoRA
(Dettmers et al., 2024): It injects trainable low rank
adapters into a frozen, quantized large language
model and enables memory efficient fine-tuning by
introducing a 4-bit float data type, using double
quantization and preventing memory spikes.



3.2.3 Ensembling
We experimented with the following ensembling
methods:

• Majority Voting: The class voted for by the
majority of the models in the ensemble is se-
lected. In the case of a tie, the first one of the
tied classes is chosen as a default.

• Majority Voting with Tie Breakup via Log-
its: Same as above, except ties are broken
via adding the logits of the tied classes and
choosing the one with the largest sum.

• Soft Voting: Adds all the logits of all the
models and chooses the class with the largest
sum.

4 Experiments

To be able to validate the performance of fine-
tuned models, we performed a stratified partition
across the SDG labels of the SwissText dataset into
a train/test split with 1/3 and 2/3 of the records,
respectively. The stratification ensures all SDG
classes are present across the splits and their pro-
portions are preserved.

In the following subsections, we describe the
setup of each of the different experiments we car-
ried out and eventually led us to our final method-
ology. We include the results of each experiment
and the respective discussion in Section 5.

4.1 Data Augmentation Experiment

In order to estimate the effect on performance of
the additional records described in Section 3.1 we
fine-tuned the Multilingual BERT model with the
following sets of records:

• SwissText records: Train split of the Swiss-
Text original records as described in Section
4.

• Enlarged SwissText: All the citations of
SwissText records obtained via the Data Aug-
mentation procedure as described in Section
3.1.

• Original and Enlarged SwissText and
OSDG: Combination of the two datasets de-
scribed above along with all of the OSDG
records with an agreement score bigger than
0.5 and their citations.

Both enlarged datasets are heavily unbalanced,
as the total number of citations is not equal across
SDGs. In order to have balanced training datasets,
we randomly sampled at most 1000 records for
each SDG label, leading to datasets of 17k records
in both instances.

4.2 Experiments with BERT Variants

We fine-tuned all BERT variants described in Sec-
tion 3.2.1 for 5 epochs. In all cases we observed
an increase in accuracy for each epoch. We report
the results of the 5th epoch for all models. See
Appendix B for the full set of fine-tuning hyperpa-
rameters employed.

4.3 Experiments with QLoRA

We fine-tuned an adapter for Mistral-7B with
QLoRA for 4 epochs on the full combination of
records. The hyperparameters and infrastructure
specification can be found in Appendix C.

4.4 Experiments with Ensembling

As specified in Section 3.2.3, we ensemble all the
fine-tuned models listed in 3.2.1 and 3.2.2. Having
observed a positive correlation between prediction
confidence and F1-score (see Figure 1), we opted
for the inclusion of confidence (logits) into some
of the ensembling experiments.

5 Results & Discussion

In this section, we discuss the results of each of the
experiments previously discussed. All of the scores
correspond to our test split (containing 2/3 of the
train records) of the SwissText records described
in Section 44.

5.1 Main Results

5.1.1 Data Augmentation Experiment
Our hypothesis, as described in 3.1, posited that
additional labeled data could be retrieved via cita-
tions. This hypothesis finds support in the perfor-
mance statistics, as measured on 2/3 of the original
SwissText data, held out as our test set: As shown
in Table 1, the overall accuracy increased by 23
percentage points and the macro F1 score even

4The SwissText dataset was modified with multiple records
being relabeled during the course of development. As a con-
sequence all scores should only be considered as orientative,
some scores were obtained in the original and others on the
relabeled version of the dataset, see Appendix D for details.
We did not re-run all experiments due to time and hardware
constraints.
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Figure 1: A positive correlation between average per-
class F1 score and confidence of SciBERT suggest it
could be beneficial to take logits into account during
ensembling. QLoRA’s extreme confidence in all pre-
dictions indicates it could outvote other models in the
ensemble, if its logits are taken into account.

by 53 percentage points when the training set was
augmented. Adding the OSDG records5 and their
citations further improved the overall accuracy by
additional 8 percentage points.

5.1.2 Experiments with BERT variants
The four different BERT variants described in 3.2.1
were trained on the augmented dataset (original,
enlarged SwissText, OSDG). Table 1 demonstrates
that SciBERT performed the best, achieving an
accuracy of 73% and macro F1 of 72%. The other
BERT models followed closely, with Aspect-based
SciBERT even surpassing SciBERT in terms of
average precision.

5With an agreement score > 0.5.

5.1.3 Experiments with QLoRA
Despite the promising results of QLoRA reported
by Dettmers et al., 2024, fine-tuning Mistral-7B on
the augmented dataset did not achieve the perfor-
mance level of BERT variants, lagging 21 percent-
age points behind the accuracy of SciBERT (see
Table 1). This performance gap may be due to our
limited resources for more extensive experimenta-
tion with QLoRA (see Section 6).

5.1.4 Experiments with Ensembling
Since the fine-tuned BERT variants outperformed
Mistral-7B fine-tuned with QLoRA, they were en-
sembled via majority voting, resulting in slight
increase of F1 by 1 percentage point compared
to SciBERT, the best performing individual model
(see Table 1). The experimental addition of QLoRA
to the ensemble increased the accuracy to 75% and
the macro F1 to 74%.

Leveraging the correlation between prediction
probability and F1 score (as shown in Section 4.4)
by breaking up ties via probabilities, the F1 score
and accuracy rose to 76%-77%, depending on the
inclusion of QLoRA.

Since QLoRA tends to predict with overly high
confidence (see Figure 1), we applied soft voting
only to an ensemble of the BERT variants, achiev-
ing performance comparable to majority voting
with logits.

In sum, the experiments involving ensembling
(see Table 1) demonstrate that ensembling and in-
corporating logits into the voting strategy is effec-
tive.

5.2 Error Analysis

As pointed out in Section 2.1, the provided train
dataset is highly unbalanced. Some classes, either
due to topical overlaps or a lack of detailed anno-
tation guidelines (see Section 2.2), are particularly
challenging to classify both for human annotators
and the models (see confusion matrices in Section
F of the Appendix).

Classes 0 (non-relevant), 8 (decent work and eco-
nomic growth), 9 (industry, innovation and infras-
tructure), 16 (peace, justice and strong institutions)
and 17 (global partnership for sustainable devel-
opment goals) yield the lowest results across all
models and ensembling configurations. SDG 9 (in-
dustry, innovation and infrastructure), for example,
most commonly gets confused with SDG 12 (re-
sponsible consumption and production), reflecting



Model Acc. Pre. Rec. F1
Data Augmentation Experiment

SwissText 0.37 0.08 0.06 0.03
SwissText big 0.60 0.51 0.70 0.56
SwissText + SwissText big
+ OSDG

0.68 0.59 0.70 0.62

Experiments with BERT variants

mBert 0.68 0.59 0.70 0.62
SciBERT 0.73 0.68 0.83 0.72
Aspect SciBERT 0.72 0.71 0.76 0.70
BioBert 0.69 0.62 0.71 0.63
Experiment with QLoRA

Mistral-7B 0.52 0.46 0.61 0.48
Experiments with Ensembling

Majority w/o QLoRA 0.73 0.72 0.79 0.73
Majority with QLoRA 0.75 0.75 0.81 0.74
*Majority + Logit w/o QLoRA 0.76 0.76 0.83 0.77
*Majority + Logit with QLoRA 0.77 0.74 0.83 0.76
*Soft voting w/o QLoRA 0.76 0.75 0.82 0.76

Table 1: Results of all experiments. Acc. stands for overall accuracy, Pre., for the precision averaged over all labels
Rec., for the recall averaged over all labels, F1 for macro F1, i.e. F1 averaged over all labels. SwissText big is used
synonymously for SwissText enlarged. Bold signifies the highest values within one experiment. The * marks the
configurations chosen for the final submission. All experiments were evaluated on the stratified 2/3 of the original
SwissText dataset, held out as our test set.

the semantic overlaps between industry, produc-
tion and consumption. The confusion between the
non-relevant class and SDG 3 (good health and
well-being), analysed in more detail in the con-
text of dataset modifications (see Section D of the
Appendix), is also visible in model classification
results, suggesting a more transparent distinction
between medical science and general health topics
would benefit the annotation.

5.3 Final Submission
Our final submission comprised three prediction
runs with the following components:

• MeHuBe_RUN1: Ensemble with QLoRA us-
ing majority voting with logits.

• MeHuBe_RUN2: Ensemble without QLoRA
using majority voting with logits.

• MeHuBe_RUN3: Ensemble without QLoRA
using soft voting.

The above ensembles showed the most promising
results when fine-tuned on the enriched dataset +

1/3 of the train data and evaluated on 2/3 of the
train data, see Table 1.

The results of our runs on the test data of the
shared task are shown in Table 2. With this results,
we achieved place 10 in the Shared Task. The per-
formance of our models on the shared task dataset
was markedly lower than on the training dataset,
reaching accuracies around 40% and F1 score of
maximally 47%.

One reason for this performance gap may be the
notable difference in non-relevant data proportions
between the two sets. While non-relevant abstract
built around a third of the original train set, they
represented nearly a half of the test set (see Figure
2). As noted in Section 3.1 , classifying class 0 was
particularly susceptible to annotation changes, with
examples in Appendix D demonstrating incompre-
hensible decisions, suggesting broader issues with
class 0. Furthermore, our models exhibited difficul-
ties with class 0 already during the training phase,
as documented in Section 5.2.

Our approach showed a better performance in



Run Acc. F1
Evaluation 1: main SDG
MeHuBe_RUN1 0.39 0.42
MeHuBe_RUN2 0.38 0.41
MeHuBe_RUN3 0.38 0.41
Evaluation 2: secondary SDG
MeHuBe_RUN1 0.42 0.47
MeHuBe_RUN2 0.42 0.45
MeHuBe_RUN3 0.41 0.45

Table 2: Results on the shared task test data. Acc. stands
for overall accuracy, F1 for macro F1, i.e. F1 averaged
over all labels.

the evaluation 2 where secondary SDGs were also
taken into consideration (see 2. This indicates
that our approach occasionally selected secondary
SDGs, a phenomenon observed in our error anal-
ysis (see Section 5.2 ), which identified topical
overlaps in the dataset. Across the three runs, there
was no notable performance disparity; they exhib-
ited comparable results, mirroring our observations
during training data evaluation.

6 Limitations

The scope of technical experimentation was re-
stricted by limited computational resources. This
pushed us towards fine-tuning compact BERT-
based models, as well as parameter-efficient fine-
tuning of Mistral-7B with QLoRA. With each
QLoRA epoch taking around 18 hours, we were
forced to refrain from exploring the effect of var-
ious dataset types and hyperparameters on the
model performance.

As a consequence of the extremely unbalanced
dataset, no cross-validation could be employed,
since the smallest classes contained very few
records and could not be split into k-folds. No
hyperparameter optimization took place when fine-
tuning BERT-based models, which should be taken
into account if conducting further experiments.

The study would have also benefited from a thor-
ough qualitative analysis of the records obtained
via data augmentation. We hypothesize that the
results could have been further improved through
better preprocessing as well as pruning of the en-
riched dataset from irrelevant entries. Importantly,
dataset enrichment with studies citing the given
record only yields papers published later on. To
gather trends and topics which preceded the record,
one would also need to collect the publications

referenced by that given record.
Due to a late publication of the gold standard

labels shortly before the paper submission deadline,
no qualitative analysis of the test set errors could
be carried out. Lastly, the lack of access to the
annotator guidelines limited our understanding of
the definitions of classes. An analysis of errors
and modifications of the train set points towards
inconsistencies in labeling of some abstracts, e.g.
those related to medicine and healthcare.

7 Conclusions

Our submission aims at implementing automatic
classification of scientific abstracts related to
the UN Sustainable Development Goals (SDGs).
Leveraging an experimental data augmentation
technique, specifically by integrating citations from
the original dataset, we enriched the training data
and subsequently improved classification perfor-
mance. Ensembling various fine-tuned BERT-
based models, including Mistral-7B fine-tuned with
QLoRA, notably improved accuracy and F1 scores
on the training data. Using QLoRA provided an in-
teresting proof of concept of fine-tuning larger lan-
guage models, yet its utility requires further experi-
mentation in a setting with greater computational
power. The modest performance of our approach
highlights the complexity of SDG classification,
particularly identifying abstracts as relevant and
non-relevant and modeling it as a single-label task.
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Hyperparameter Value
Learning Rate 2e-5
Learning Rate Scheduler Warmup-

LinearScheduler
Batch Size 32
Adam Epsilon 1e-8
Number of Epochs 5
Max Gradient Norm 1.0
Max Sequence Length 265

Table 3: Hyperparameters for BERT Variants Training

Hyperparameter Value
General Training Parameters

Learning Rate 2e-5
Learning Rate Scheduler WarmupLinearScheduler
Batch Size 1
Adam Epsilon 1e-8
Number of Epochs 4
Max Gradient Norm 1.0
Max Sequence Length 265

PEFT Parameters
Pretrained Model mistralai/Mistral-7B-v0.1
Lora alpha 16
Lora dropout 0.1
Rank of low-rank 2
Total # Parameters 7,111,659,520
Trainable # Parameters 925,696

Table 4: Hyperparameters for QLoRA Training

D Dataset Modifications

The modifications in early March encompassed
nine label changes, while major modifications of
over 300 lines took place in April. The problematic
classes which caused the largest number of modifi-
cations are the following: SDG 0 (non-relevant), 3
(good health and well-being), 5 (gender equality),
and 16 (peace, justice and strong institutions). A
notably large share of modifications concerned the
non-relevant class (SDG 0), with seven out of nine
first-round modifications related to this class.

Record 130 of the last train set edition serves as
an example of the problematic classes and modi-
fications: “Newspaper coverage of female candi-
dates during election campaigns: evidence from a
structural topic model”). The article is clearly con-
cerned with gender inequality and bias, yet it was
modified to be labeled as SDG 0 (non-relevant).
Record 23 exemplifies another case of the modifi-
cation towards non-relevant class. The article titled
"Internal auditory canal volume in normal and mal-

formed inner ears" is a medical publication on the
topic of hearing abnormalities, yet it was modified
as belonging to SDG 0.

E Correlation between Confidence and
F1-score

A positive correlation between average per-class
prediction confidence (logits) and macro F1-score
could be observed in all BERT-based models (see
Figures 1 and 3). As specified in Section 4.4,
this observation led us to include confidence into
some ensembling configurations, resulting in an
improved performance.

F Confusion Matrices

The confusion matrices presented below are those
of the best-performing model (SciBERT) and en-
sembling strategy (majority voting with QLoRA
and logits). The models were trained on the en-
riched dataset and evaluated on the remaining 2/3
of the train set.
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train set.
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Figure 3: A positive correlation between model’s prediction average per-class confidence and F1-score can be
observed in all BERT-based models.
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Figure 4: Normalized confusion matrix of SciBERT, the best performing individual model.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Predicted Labels

0
1

2
3

4
5

6
7

8
9

10
11

12
13

14
15

16
17

Tr
ue

 L
ab

el
s

0.66 0.01 0.00 0.01 0.01 0.09 0.01 0.01 0.05 0.00 0.03 0.01 0.00 0.02 0.00 0.08 0.03 0.00

0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.86 0.00 0.00 0.00 0.14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.29 0.00 0.00 0.71 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.64 0.07 0.14 0.00 0.07 0.00 0.00 0.00 0.07 0.00

0.00 0.00 0.00 0.00 0.17 0.00 0.00 0.00 0.17 0.33 0.00 0.00 0.17 0.00 0.00 0.00 0.17 0.00

0.05 0.00 0.05 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.93 0.00 0.00 0.00 0.00 0.00

0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.94 0.00 0.03 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00

0.03 0.00 0.03 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.00 0.03 0.00 0.85 0.00 0.00

0.43 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.57 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.33 0.67

Majority voting with QLORA and logits

0.0

0.2

0.4

0.6

0.8

1.0

Figure 5: Normalized confusion matrix of the best ensembling strategy, including all BERT-based models and
QLoRA and taking into account logits.


