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Abstract

An unsolved issue in the domain of Natural
Language Processing (NLP) is the perpetuation
of stereotypical biases inherent in the training
data. This has led to increased attention in
the research community, but the focus has pre-
dominantly been on English models, often ne-
glecting models for other languages. This work
aims to counter this trend by investigating bias
in German word representations. This analy-
sis includes representations that focus on the
word itself, known as static word embeddings,
and extends to contextualized embeddings that
take into account the context provided by sur-
rounding words. The German datasets for this
research are partly derived from a workshop
with experts from different fields, including hu-
man resources and machine learning in Switzer-
land. The workshop aimed to identify language-
specific biases relevant to the labor market. Our
analysis shows that both static and contextual-
ized German embeddings exhibit significant
biases along several dimensions.

1 Introduction

Natural Language Processing (NLP) is widely ap-
plied in various domains, with its most recent and
prominent influence being in language generation.
Word embeddings are key components of NLP ap-
plications. These vector representations capture
semantic meaning in a numerical representation.
Studies have demonstrated biases in these embed-
dings related to gender, race, ethnicity, and other
dimensions (Bolukbasi et al., 2016; Caliskan et al.,
2017; May et al., 2019). For example, science-
related words were found to be more correlated
with male-related words such as him, brother, and
man compared to female-related words. These
stereotypes perpetuate existing social and racial
hierarchies (Gao et al., 2020; Bender et al., 2021;
Lauscher et al., 2022), leading to unfair treatment
and discrimination of certain groups (Köchling and
Wehner, 2020). To measure and mitigate these un-

wanted stereotypes, there has been a surge in NLP
bias research. However, as Ramesh et al. (2023)
point out, languages other than English do not get
the attention they deserve. They should be stud-
ied separately (Kurpicz-Briki and Leoni, 2021),
especially German with its rich morphology and
gender marking (Bartl et al., 2020a). In addition,
Zhao et al. (2020) note that since biases in multilin-
gual models are transferred to other languages, it
is crucial to understand relevant stereotypes in the
respective languages themselves. This paper aims
to fill this research gap by providing an analysis
of biases in established, pre-trained German word
embeddings, considering both static and contex-
tualized variants. While static word embeddings
focus on the word in question itself, contextual-
ized word embeddings also take into account the
context in which the word is used. Bias is quan-
tified with a metric, that uses topic-specific (e.g.,
male/female and productivity) wordlists. In the
presented research we focus on real-world biases
from the labor market. We rely on two sources
for this analysis. Firstly, we utilize data from the
outcomes of a dedicated co-creation workshop con-
ducted with German speakers from different do-
mains including human resources, machine learn-
ing, non-governmental organizations, and the legal
field. Secondly, we refer to existing datasets for
bias detection in word embeddings (Caliskan et al.,
2017; Kurpicz-Briki, 2020). Our research is guided
by the following research questions:
(RQ1) Are the identified societal biases at the co-
creation workshop reflected in German static word
embeddings?
(RQ2) Is there evidence of bias in the German con-
textualized embeddings:

(a) for the same wordlists used for RQ1?
(b) in the German translations of the wordlists

from Caliskan et al. (2017)?
(c) in the German wordlists from Kurpicz-Briki

(2020)?



2 Related Work

Common tests used for bias detection in English
word embeddings cannot always be reproduced for
other languages. Lauscher and Glavaš (2019) exam-
ined gender bias in German static embeddings with
regard to math/art and gender bias with regard to
science/art. They found no significant bias in these
dimensions; Kurpicz-Briki (2020) confirms this
finding. However, Kurpicz-Briki (2020) presents
two German wordlists, both of which show signifi-
cant biases in static embeddings. GER1 examines
gender bias, comparing female versus male study
choices. GER2 examines historical gender role
perceptions, focusing on stereotypes of rationality
versus emotionality. Two other studies of German
word embeddings highlight the inherent challenges
of detecting biases. Bartl et al. (2020b) created a
dataset specifically designed to uncover gender bias
in the context of the labor market. However, they
encountered limitations with the gender-specific
postfix forms of occupations in German (postfix:
’-in’ for female), which inadvertently distorted the
associations. Kraft et al. (2022) developed a Ger-
man language regard classifier that showed a bias
towards positive classifications for female subjects.
This finding was initially attributed to positive
stereotyping, but on closer inspection the authors
found the cause to be sexist stereotyping.

3 Methods

3.1 Static Embeddings

Embedding: Fasttext We use Fasttext (Bo-
janowski et al., 2017) as our pre-trained static word
embedding because it is available for multiple lan-
guages, thereby allowing us to test our German
wordlists. As it uses sub-words (parts of words,
or characters) it is well suited to morphologically
rich languages like German (Bojanowski et al.,
2017). The model is trained on Common Crawl
and Wikipedia datasets (Grave et al., 2018).

Metric: WEAT To assess bias in word embed-
dings, researchers have developed a range of met-
rics specifically designed to assess bias in word
embeddings. A well-known example is the Word
Embedding Association Test (WEAT), developed
by Caliskan et al. (2017), which we use in our
analysis of static embeddings. Their method is
based on the Implicit Association Test (IAT), a
well-established psychological method for measur-
ing implicit biases (Greenwald et al., 1998). Its

widespread use in research e.g., (Chaloner and Mal-
donado, 2019; May et al., 2019; Chávez Mulsa and
Spanakis, 2020), and its adaptability to languages
beyond English are additional reasons to use it in
our tests. Caliskan et al. (2017) test this method
with ten wordlists derived from the underlying psy-
chological literature (Greenwald et al., 1998), they
are referred to as WEAT1-WEAT10. The metric
WEAT quantifies bias by comparing the vector rep-
resentations of the assumed bias topics, which are
captured in the wordlists. For a detailed explana-
tion, refer to Appendix C.

3.2 Contextualized Embeddings

Embedding: BERT Bidirectional Encoder Rep-
resentations from Transformers (BERT) (Devlin
et al., 2019) is an open-source architecture for
contextualized embeddings, which is available in
several languages, and widely used in research.
Because of the above, we perform our analysis
on BERT. We use the version “bert-base-german-
cased”, updated in 2020, which is trained on data
from Wikipedia, German court citations, and news
articles1.

Metric: SEAT For contextualized embeddings
we use the Sentence Embedding Association Test
(SEAT) proposed by May et al. (2019). The un-
derlying method is based on the methodology of
WEAT, with the difference that SEAT is able to
measure bias in sequences of words, i.e. sentences.
We chose SEAT because the underlying sentence
templates can be built from WEAT-like wordlists
in languages other than English. In addition, SEAT
is the most widely used metric for contextualized
word embeddings (He et al., 2022), thus allowing
comparison with other research. The concept of
SEAT is to insert the words of interest into unspe-
cific contexts, which the authors call ’semantically
bleached sentences’ - sentences that are deliber-
ately empty of much meaning to allow the inserted
word to stand out. Examples are:

• This is <word>.
• <word> is here.

To generate a single representation of the sentence
they use the <CLS> token of the embedding (in the
case of BERT). [CLS] stands for classification and
represents a vector containing the semantic mean-
ing of the whole sentence (McCormick, 2020).

1https://huggingface.co/google-bert/bert-base-german-
cased



4 Data

To quantify the biases, the metrics WEAT and
SEAT are dependent on wordlists, which for our
purposes originate from three different sources.
The wordlists CW1-CW4 are derived from a co-
creation workshop with German speaking domain
experts from human resources, machine learn-
ing, non-governmental organizations, and the legal
field2. The co-creation workshop was organized
as an activity in the EU research project BIAS to
discuss the topic of bias and discrimination with in-
terdisciplinary stakeholders. During the workshop,
participants engaged in structured discussions and
exercises to identify language-specific biases in the
labor market. The resulting data is the foundation
for the creation of the wordlists CW1-CW4. They
cover biases related to gender, hobbies, family sta-
tus, immigration, and productivity. The following
are some words from each of the four categories of
CW2, which captures the bias that productivity is
related to age:

CW2: Productivity / Age:
Productive: Effizienz, Leistungswille, Ambition, . . .
Unproductive: Ablenkung, Ineffizienz, . . .
Old: Älterer, Ältere, Lebensmitte, Erwachsene, . . .
Young: Jugendlicher, Jugendliche, Jugend, . . .

Inspired by the bias results of CW1-CW4, we
additionally suggest the wordlist CW5, which is
a combination of CW1 and CW4 and suggests a
gender bias related to productivity. CW1-CW5 are
listed in the Appendix E. They are evaluated for
static as well as for contextualized embeddings.
The wordlists GER1 and GER2 and the German
translations of WEAT7 and WEAT8 have been cre-
ated and investigated by Kurpicz-Briki (2020) for
static embeddings. We extend this study by inves-
tigating these wordlists on contextualized embed-
dings. The sentences for the contextualized anal-
ysis are created by integrating the words into se-
mantically neutral sentences. For instance, instead
of the standalone word Frau (woman), sentences
such as Dies ist eine Frau (This is a woman) are
formulated. This is done with the help of GPT-4
(Achiam et al., 2023), the prompt for the creation
can be found in the Appendix B, and the sentences
are publicly available3.

2https://www.biasproject.eu/
3https://github.com/BFH-AMI/BIAS

5 Results

As Schröder et al. (2024) suggest, we report effect
size (ES), as well as p-values (p) of the WEAT and
SEAT metrics, shown in Table 1.

FastText GermanBERT
ES p ES p

CW1 1.26 0.003 1.04 <0.001
CW2 0.91 0.023 0.99 <0.001
CW3 0.67 0.141 -0.14 0.744
CW4 1.46 0.003 1.11 <0.001
CW5 1.10 0.002 0.55 <0.001
GER1 1.74 <0.001 0.58 0.005
GER2 1.43 0.002 0.98 <0.001
WEAT7 0.23 0.65 -0.04 0.594
WEAT8 0.11 0.83 -0.36 0.98

Table 1: ES = effect size; p = p-value. Bold results are
significant at the < 0.05 level. Italic results are from
Kurpicz-Briki (2020)

.

6 Discussion

6.1 CW1 - CW5
We demonstrated that, of the four dimensions of
bias identified during the co-creation workshop
(CW1-CW4), three exhibit significant bias in both
static and contextual analyses, thereby affirmatively
addressing RQ1 (CW: bias in static embeddings?)
and RQ2a (CW: bias in contextualized embed-
dings?). This supports existing research that ar-
gues the efficiency of language-specific bias iden-
tification. CW1 and CW2 highlight the stereo-
type that productivity conflicts with family and
old age, respectively. This finding is echoed out-
side the domain of NLP by researchers that inves-
tigate real-world bias in the labor market: Pärli
(2018) found that older people are disadvantaged
in the Swiss professional environment, and Kleinert
(2006) found that women with children are disad-
vantaged in obtaining managerial positions. The
CW3 wordlist does not yield significant results,
possibly because ’traditionalists’ are not the direct
counterparts of ’communicators’, which could re-
duce the effect size of the wordlist. Hobbies like
Backen, Kunst, Ballett are related to female terms,
as shown by CW4. When combined with the find-
ings of CW5, these results could perpetuate prob-
lematic stereotypes. CW5 finds a link between pro-
ductivity and gender. Taken together, these findings
could suggest a correlation whereby typical male
hobbies are associated with productivity and typi-
cal female hobbies with unproductivity. However,
a direct experiment did not confirm this speculation.



Dutch English German (ours)
Static 7, 8: FastText 7, 8: Glove, word2vec 7, 8: FastText
(WEAT) 7, 8: FastText
Contextualized 7: BERTje, RobBERT 7: BERT 7, 8: German BERT
(SEAT) 8: BERTje, RobBERT 8: BERT

Table 2: Comparison of presence of bias in different languages and embeddings. Bold = significant at < 0.05. 7,8:
number of WEAT wordlist. Dutch results are equal for BERTJe (de Vries et al., 2019) and RobBERT (Delobelle
et al., 2020). GloVe: static word embedding from Pennington et al. (2014), Word2Vec: static word embedding from
Mikolov et al. (2013). Dutch results by Chávez Mulsa and Spanakis (2020). English static results for Glove and
Word2Vec by Caliskan et al. (2017) and for FastText by Lauscher and Glavaš (2019); Kurpicz-Briki (2020). English
contextualized results by May et al. (2019). The BERT models are available online with the identifier (bert-base-
dutch-cased, robbert-2023-dutch-large, bert-base-cased, bert-base-german-cased) on https://huggingface.co/.

As the results of Kraft et al. (2022) demonstrate, we
should be cautious to draw conclusions too quickly
in the domain of bias detection.

6.2 WEAT7, WEAT8

The German WEAT7 and WEAT8 results from
Kurpicz-Briki (2020) are consistent with our SEAT
results from BERT, thus not confirming RQ2b
(WEAT7, WEAT8: bias in contextualized embed-
dings?). Comparing these results with WEAT re-
sults in other languages, we find no obvious cor-
relation across languages, refer to Table 2. This
could be an indication that language specificity is
relevant.

6.3 GER1, GER2

The results for the static embeddings from Kurpicz-
Briki (2020) are confirmed in our contextualized
setting with BERT, thus answering RQ2c (GER1,
GER2: bias in contextualized embeddings?) posi-
tively.

6.4 Correlation Static to Contextualized

The correlation between static and contextualized
results (from Table 1) is high, i.e. wordlists with
low p-values in FastText analyses tend to show low
p-values in BERT tests (the same counts for high
p-values). To quantify this correlation, we perform
a meta-analysis of our results, refer to Appendix D
for the numerical results. This finding supports the
hypothesis that WEAT wordlists can be effectively
transferred to SEAT through contextualization with
semantically bleached sentences. The two tested
models are partly trained on the same data, which
could explain the high correlation. These results
support the validity of our approach and suggest
that the two models have at least some common
bias directions.

6.5 Static WEAT Results

The numerical results of Lauscher and Glavaš
(2019) and Kurpicz-Briki (2020) for FastText of
the German translations of WEAT7 and WEAT8
differ slightly, but the conclusions are the same.
Their difference might be due to different trans-
lation approaches. For example, the term dance
was translated as tanzen by Lauscher and Glavaš
(2019) and as Tanz by Kurpicz-Briki (2020). We
use the results of Kurpicz-Briki (2020) for compar-
ison with ours, as the p-values are reported. See
Appendix A for both numerical results.

6.6 Future Work

Further exploration of additional datasets may
prove fruitful. For example, dividing CW3 into two
distinct wordlists (e.g., comparing immigration sta-
tus to traditionalists vs. progressives). In addition,
to further explore the importance of language speci-
ficity in bias assessment, the CW1-CW4 wordlists
could be translated into other languages and tested
with corresponding models. The significance of
these results would be even greater if more lan-
guages were considered to provide a quantitative
analysis of language specificity.

7 Conclusion

Our investigation of bias within German word
embeddings, covering both static and contextual-
ized models, reveals bias along several dimensions.
Gender, age and family status biases were particu-
larly prevalent, reflecting societal stereotypes found
in the real world. We also found a strong correla-
tion between bias results in static and contextual-
ized embeddings. Furthermore, our results suggest
that language specificity is important for identify-
ing and understanding bias.

https://huggingface.co/


Limitations

Language Specificity Our research only sug-
gests that language specificity is important, it does
not prove it. To make a stronger statement, more
languages need to be considered. This could be
done by translating the datasets into different lan-
guages and comparing the biases in the respective
models.

Missing Extrinsic Metrics Intrinsic metrics - as
the ones used in this study - measure the bias in the
pre-trained representations of the model. Extrinsic
metrics quantify the bias that appears in the results
of the model’s downstream task. Recent studies,
including those by Cao et al. (2022); Kaneko et al.
(2022); Orgad et al. (2022), have shown that the
correlation between intrinsic and extrinsic metrics
is very limited. As highlighted by Orgad and Be-
linkov (2022), the inclusion of extrinsic metrics is
critical for several reasons, including the greater
relevance of these metrics to bias mitigation efforts.
While we fully acknowledge these recommenda-
tions, we only use intrinsic metrics because the
availability of extrinsic datasets for non-English
languages is very limited (Ramesh et al., 2023).
This finding is echoed by Wambsganss et al. (2022),
who analyze the bias in German embeddings at dif-
ferent stages along the NLP pipeline. They find that
when a pre-trained model that shows no bias on a
particular metric is fine-tuned with unbiased data
(on the same metric), it can produce biased output
(measured again on the same metric). This under-
lines that the intrinsic evaluation done with WEAT
and SEAT can at best be a signal of bias, a senti-
ment reflected by Goldfarb-Tarrant et al. (2021).

Missing Replicability of Sentences The use of
GPT-4’s chat interface to generate sentences for the
SEAT metric introduces a replicability limitation,
as it is not possible to consistently generate exactly
the same model output. To enable replicability,
future research could use GPT-4’s API to gener-
ate sentences, setting the temperature parameter to
zero to ensure deterministic output.

Ethical considerations

We only consider binary gender bias, and therefore
do not consider non-binary gender identities. This
does not reflect what is found in the real world
(Devinney et al., 2022). The BERT model has been
shown to fail to represent non-binary gender in a

meaningful way (Dev et al., 2021), which further
complicates matters.

The data from the co-creation workshop was
collected anonymously and with the individual’s
consent following the approved data protection re-
search protocol of the project.
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A WEAT7, WEAT8 German Results

The results of Lauscher and Glavaš (2019) and
Kurpicz-Briki (2020) point to the same conclusion
with slightly different values. Table 3 shows a
comparison of the reported WEAT scores for the
FastText embedding for the German WEAT lists.
The difference can be attributed to differences in
the translations of the WEAT wordlists.

Lauscher 2019 Kurpicz-Briki 2020
WEAT 7 0.46 (p>0.05) 0.23 (p=0.65)
WEAT 8 0.05 (p>0.05) 0.11 (p=0.83)

Table 3: Comparison of WEAT scores.

B GPT-4 Prompt

The following prompt is used to create the sample
sentences for SEAT. This prompt contains plural
sample sentences. Target words sometimes do not
make sense in the plural form, so we used a shorter
version of the prompt, only containing singular
sample sentences (the first seven sentences). Using
GPT-4 instead of manually coding sentences elimi-
nates the need to define various linguistic elements.
These include determining the gender of words
(neuter, masculine, or feminine), distinguishing be-
tween things and people, knowing the plural forms
of words, and deciding whether to use articles in
specific sentences (nos. 1-4, 12, 13).

Dies ist (der/die/das ) XX.
Das ist (der/die/das ) XX.
Dort ist (der/die/das ) XX.
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Hier ist (der/die/das ) XX.
(Der/Die/Das) XX ist hier.
(Der/Die/Das) XX ist dort.
(Der/Die/Das) XX ist (ein/eine)
(Sache/Mensch).
Es ist (der/die/das) XX.
Dies sind XX.
Das sind XX.
Sie sind XX.
(Die/ ) XX sind hier.
(Die/ ) XX sind dort.
XX sind (Sachen/Menschen).

Ersetze in der oben genannten Vorlage die
Sätze "XX" mit den untenstehenden
Wortlisten. Dies ergibt 14 x 5 Sätze.
Passe die Sätze an, damit sie
grammatikalisch korrekt sind. Wenn nötig,
ändere das Wort ins Plural, damit es zur
Vorlage passt. Verwende beim Satz Nr. 7
und 14 "Sache(n)", ausser "Mensch(en)"
passt offensichtlich besser ("Sache" wird
manchmal nicht passen, verwende es
trotzdem). Schreibe keinen code um dies
zu erreichen. Gib dies im CSV-Format
zurück, jeder Satz auf einer neuen Zeile:

"Dies ist das XX.",
"Das ist das XX.",
"Dort ist das XX.",
usw.

Wortliste:
Mann,Junge,Bruder,Sohn,Vater

C WEAT Method

The metric is based on the Implicit Association Test
(IAT), where subjects are presented with two con-
cepts, for example school subjects (e.g., Science,
Arts), and gender (Male, Female). Short reaction
times to classify e.g., Science and Male in a given
class indicate cognitive proximity of Male and Sci-
ence. In the context of static word embeddings,
WEAT uses cosine similarity as a proxy for reac-
tion time in the IAT. Cosine similarity measures the
cosine of the angle between two vectors, serving as
an indicator of their semantic proximity in vector
space. In the following example, the association
between school subjects (target words) and gen-
der (attribute words) is compared. The attribute
and target words are also referred to as stimuli. In

the example, a smaller angle between Science and
Male (represented by a blue dotted line in Figure 1)
indicates that these two concepts are closely related.
The angle from Science to Female (represented by a
blue dashed line) is then subtracted from the angle
Science to Male (represented by a blue dotted line).
This results in an angle that quantifies the degree
of relationship between the concept Science and
the gender attributes Male and Female. This cal-
culation is then performed for another target word
(here: Arts) and its relation to gender (marked in
green in Figure 1. The output of the calculation
of the word Arts is compared to its counterpart for
Science. In a perfectly unbiased embedding, these
two angles should be identical. In the provided
example this would clearly not be the case, as the
two results of the dotted minus the dashed angles
are not equal. The described procedure is done for
a set of target words (e.g., programmer, engineer,
scientist, ... and nurse, teacher, librarian, ...) and a
set of attribute words (e.g., man, male, he, ... and
woman, female, her, ...). The mean of the angles is
used to aggregate the sets. The null hypothesis is
that the relative similarity of the two sets of target
words to the two sets of attribute words is identical.
For the formulas used to compute the effect size
and the p-value, we refer the reader to the original
paper by Caliskan et al. (2017).

D Correlation Static to Contextualized

The Table 4 shows p-values for different dataset
combinations. The consistently low values across
combinations of CW1-5, GER1-2, and WEAT7-
8 datasets reinforces the observed correlation be-
tween static and contextualized word embeddings.

Configuration p-value
CW1-CW5 0.016
CW1-CW5 + GER1,2 <0.001
CW1-CW5 + GER1,2 + WEAT7,8 0.001

Table 4: Correlation between static and contextualized
word embeddings

E CW1-CW5 Wordlists

The Tables 5,6,7,8 and 9 list the wordlists CW1 -
CW5 used for the WEAT metric. These lists are
also used for the creation of the sentence templates
for the SEAT metric via the GPT-4 prompt.



Figure 1: Angles of the attribute words (Male, Female) and target words (Science, Arts), (Own illustration)

Category Keywords
Productive Effizienz, Leistungswille,

Engagement, Ambition,
Zielstrebigkeit, Kompetenz,
Motivation, Einsatzbere-
itschaft, Beharrlichkeit,
Eifer

Unproductive Ablenkung, Unaufmerk-
samkeit, Ineffizienz,
Nachlässigkeit, Desorgan-
isation, Überforderung,
Zerstreutheit, Desinter-
esse, Unachtsamkeit,
Sorglosigkeit

Business Geschäftsleitung, Man-
agement, Fachkraft,
Unternehmen, Gehalt,
Büro, Geschäft, Karriere

Children Elternteil,
Kindertagesstätte, Sohn,
Tochter, Kinder, Kinderwa-
gen, Schnuller, Windel

Table 5: CW1 wordlists

Category Keywords
Productive Effizienz, Leistungswille,

Engagement, Ambition,
Zielstrebigkeit, Kompetenz,
Motivation, Einsatzbere-
itschaft, Beharrlichkeit,
Eifer

Unproductive Ablenkung, Unaufmerk-
samkeit, Ineffizienz,
Nachlässigkeit, Desorgan-
isation, Überforderung,
Zerstreutheit, Desinter-
esse, Unachtsamkeit,
Sorglosigkeit

Young Jugendlicher, Jugendliche,
Jugend, Studium, Beruf-
seinstieg, Mittzwanziger,
Schülerin, Schüler, Student,
Studentin

Old Älterer, Ältere, Lebens-
mitte, Erwachsene,
Lebenserfahrung, Erwach-
sener, Rentner, Rentnerin,
Senior, Seniorin

Table 6: CW2 wordlists



Category Keywords
Traditionalists Bewahrung, Konser-

vatismus, Unflexibilität,
Konventionalität, Tradition,
Gewohnheit

Communicators Kommunikation, Vermit-
tlung, Verbindung, Vielfalt,
Mehrsprachigkeit, Integra-
tion

Native Einheimischer, Bürger,
Staatsangehöriger, Lan-
desangehöriger, Ansässiger,
Ortsansässiger

Immigrant Ausländer, Einwanderer,
Immigrant, Migrant,
Migrationshintergrund,
Gastarbeiter

Table 7: CW3 wordlists

Category Keywords
Male Hobbies Gewichtheben, Wrestling,

Feuerwehr, Velorennen,
Schrauben

Female Hobbies Backen, Ökologie, Make-
Up, Kunst, Ballett

Male Mann, Junge, Bruder, Sohn,
Vater

Female Frau, Mädchen, Schwester,
Tochter, Mutter

Table 8: CW4 wordlists

Category Keywords
Productive Effizienz, Leistungswille,

Engagement, Ambition,
Zielstrebigkeit, Kompetenz,
Motivation, Einsatzbere-
itschaft, Beharrlichkeit,
Eifer

Unproductive Ablenkung, Unaufmerk-
samkeit, Ineffizienz,
Nachlässigkeit, Desorgan-
isation, Überforderung,
Zerstreutheit, Desinter-
esse, Unachtsamkeit,
Sorglosigkeit

Male Mann, Junge, Bruder, Sohn,
Vater

Female Frau, Mädchen, Schwester,
Tochter, Mutter

Table 9: CW5 wordlists


