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Abstract

We developed an interface to explain news arti-
cles through dialogue by considering the user’s
comprehension level. The interface generates
several pertinent questions based on the ongo-
ing dialogue and news article, and users ad-
vance the conversation by selecting a question.
Based on the user’s selected questions, the in-
terface estimates their comprehension level of
the news article and adjusts the difficulty of
the generated questions accordingly. This en-
ables a personalized dialogue tailored to each
user’s comprehension needs. The results of the
baseline comparison experiments confirmed the
usefulness of the interface.

1 Introduction

Organization for Economic Co-operation and De-
velopment reported that 21% of individuals in the
United States aged 16 years and over have low En-
glish literacy. This limitation results in them having
difficulty reading longer texts such as news articles
(Desjardins et al., 2013). In this paper, we construct
an interactive news commentary dialogue interface
that considers the user’s comprehension level to
increase the understandability of news articles.

We constructed an interface, shown in Figure 1,
that interactively explains news articles. The inter-
face generates several pertinent questions based on
the ongoing dialogue and news article, and users
advance the conversation by selecting a question.
This interactive approach is expected to provide
users the opportunity to organize information and
deepen their understanding. When users select a
question, the system predicts their comprehension
level of the news article based on the selected ques-
tion and adjusts the difficulty of the next question
accordingly. This feature allows the dialogue to be
tailored to each user’s knowledge level.
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Title : Brightest-ever cosmic explosion solved
but new mysteries sparked

System Researchers have identified the source of the brightest burst of
light ever recorded, which originated from an exploding star
observed in 2022.
User What does it mean when a star explodes?
System When a star explodes, it undergoes a supernova, a powerful and

luminous stellar explosion. This event is significant because it is
thought to be a key source of production for heavy elements in
the universe, such as gold and platinum, although the recent
findings challenge this understanding as no heavy elements

. were detected in the observed explosion.
Candidate questions

Level 1 What are heavy elements, and why are they important?
question
Level 2
question
Level 2 What are the implications of this discovery for our understanding
question of how precious metals are formed in the universe?

How does the recent finding of no heavy elements in the supernova
challenge the existing theories about the origin of elements like gold?

Figure 1: Proposed Dialogue Interface. The dialogue
history, which includes the user-selected questions and
the system’s answers, is displayed at the top. The user
selects a question from the candidate questions at the
bottom. The difficulty level of the displayed question
candidates varies from turn to turn based on the esti-
mated user comprehension level.

2 Related Works

Media often use question-and-answer series about
news stories because of their clarity, but reporters
manually create them; thus, the process is inef-
ficient due to high costs and time requirements.
Laban et al. (2020) proposed a method to automat-
ically build chatbots from news articles. In these
chatbots, the system presents the user with candi-
date questions. Podcasts with automatic construc-
tion containing QA sessions on news were also
analyzed, confirming the effectiveness of a con-
versational format (Laban et al., 2022). However,
these questions are not customized to individual
user characteristics, and the tailored dialogues are
not generated for individual users. User character-
istics, including their social group, influence the
types of questions asked. Stewart and Mihalcea
(2022) introduced a method for producing ques-
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tions that consider these characteristics, training
a text generation model on social media data that
accounts for social groups and their expertise in
specific domains. An et al. (2021) developed a
conversational agent prototype that incorporates a
strategy to account for the user’s knowledge and
ignorance regarding speech, validating the impor-
tance of considering user knowledge. Drawing
inspiration from these methodologies, we generate
questions that incorporate the user’s comprehen-
sion level of the news story.

3 System Overview

We constructed an interactive interface to explain
the contents of news articles, illustrated in Figure
1. The interface first presents the user with a brief
introduction to the news article and three candidate
questions. The user then selects one of these ques-
tions, and the system explains the article’s content
by answering the selected question. This approach
reduces the user’s burden by eliminating the need
to think about questions independently. The pur-
pose of this interface is to facilitate understanding
by providing explanations tailored to individual
users. Candidate questions should reflect those
the user might want to ask, considering the user’s
comprehension level. Therefore, we generate and
present candidate questions, considering the user’s
comprehension level. The system comprises three
modules, as shown in Figure 2: an introduction
generation module, a candidate question genera-
tion module, and an answer generation module.
Each module uses GPT-4 (OpenAl et al., 2024) as
the large language model.

3.1 Introduction Generation

The introduction generation module create an intro-
ductory summary of the news article intended for
the user. This process involves utilizing the news
article’s content and providing guidelines within
the prompt to craft a concise introduction in one
sentence. GPT-4 generates this introduction in a
zero-shot.

3.2 Question Candidate Generation

The question candidate generation module creates
a set of questions to present to the user. A dialogue
tailored to individual users must pose questions
that match the user’s comprehension level. Addi-
tionally, the questions should follow the dialogue
naturally and be answerable based on the news. We
use GPT-4 to overgenerate candidate questions that
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Figure 2: Architecture of Proposed system. The system
comprises three modules: an introduction generation
module that creates an introduction to the news article,
a candidate question generation module that generates
three candidate questions to present to the user, and an
answer generation module that generates answers to the
user’s chosen questions.

Table 1: The user’s comprehension level  and the num-
ber of candidate questions to present for each level

T level 1 level2 level 3
r<1.5 1 2 0
15<xr<?2 1 1 1
2<x <25 0 2 1
25 <z 0 1 2

consider the user’s comprehension level from the
dialogue history, filter them based on their answer-
ability from the articles, and regenerate them if the
required number is not fulfilled, and present three
to the user.

3.2.1 Candidate Question Generation

We categorize the levels of difficulty for the ques-
tions as 1, 2, and 3. Level 1 pertains to queries
regarding the interpretation of terms, tailored for
novices in the field; level 2 contains general in-
quiries about the article’s content; and level 3 com-
prises more intricate questions designed for field
experts. The quantity of questions presented to
the user for each difficulty level is modified based
on Table 1, according to the user’s comprehension
level estimated for each turn.

The average difficulty level of questions selected
by the user up to the current turn is used to estimate
the user’s comprehension level. Because the user’s
comprehension level cannot be estimated in the
first turn, candidate questions are presented to the
user at difficulty levels 1, 2, and 3.
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The difficulty level of the candidate questions is
determined by referring to Table 1. The dialogue
history and the difficulty condition of the candidate
question are input into GPT-4, which generates a
total of six candidate questions at difficulty levels
1-3, two for each level, that naturally follow the
dialogue. Generating questions at levels 1 to 3 in
every turn increases the likelihood that questions
appropriate to each level are generated.

3.2.2 Filtering & Regeneration

When GPT-4 generated questions with a news arti-
cle as input, the questions often anticipate informa-
tion from the article not included in the dialogue
history. This can prevent users from organizing in-
formation. Therefore, candidate questions are first
overgenerated solely from the dialogue history, and
only those questions that can be answered using
the content of the news article are selected through
filtering. If the number of candidate questions after
filtering is less than required, the candidate ques-
tions are regenerated.

Of the six candidate questions generated, level
2 and level 3 candidate questions and the text of
the news article are input into GPT-4, which de-
termines whether they can be answered from the
article’s content and filters them accordingly. No
filtering for level 1 questions because they are de-
signed to help users obtain prerequisite knowledge
not in the content of the news article.

If the number of questions that can be answered
from the content of a news article at each difficulty
level is less than the number specified based on
Table 1, GPT-4 generates the missing candidate
questions by using the text of the news article and
the dialogue history as input.

3.3 Answer Generation

The answer generation module generates responses
to user-selected questions from candidates pro-
duced by the question candidate generation module.
Inputs include the news article text, dialogue his-
tory, and questions, with GPT-4 generating answers
and supplementary information to transition to the
next topic in one shot. This approach helps pre-
vent subsequent question candidates from focusing
solely on one topic by providing context beyond
just the answers.

4 Experiment

To evaluate the usefulness of this interface in read-
ing news articles, we conducted a subject exper-

iment to compare it with three different baseline
settings. Crowdworker read a randomly assigned
article in a randomly assigned setting and com-
pleted a comprehension test and questionnaire.

4.1 Comparative Methods

As comparison methods, we conducted experi-
ments using the following three settings:

1. Reading news article
We adopted this baseline to compare interac-
tive and non-interactive formats. The user
reads a news article using a web browser.

2. Microsoft Copilot '
We adopted this baseline to examine the ef-
fectiveness of presenting users with candidate
questions. The user opens the news article
in Microsoft Edge® and asks the Copilot a
question without reading the body of the news
article.

3. W/o comprehension level

This baseline is compared with the proposed
method to investigate the effectiveness of pre-
senting comprehension-aware candidate ques-
tions. In this baseline interface, the system
presents candidate questions at a single dif-
ficulty level to the user without considering
their comprehension level. The difficulty
level of the candidate questions corresponds
to Level 2 in the proposed method.

4.2 Experimental Setup

We recruited 80 crowdworkers using Amazon Me-
chanical Turk® and conducted a subject experiment.
Four news articles were selected from BBC news,
one each from the fields of natural science?, tech-
nology?, international®, and finance/economics’.
Each article was chosen based on the criteria that
it was at least 500 words long and contained spe-
cialized content. Each crowdworker was randomly
assigned one of four settings and one of the four
news articles. After reading the article, the crowd-
workers took a comprehension test on the content

of the news article and completed a questionnaire.

'https://www.microsoft.com/ja-jp/microsoft-copilot
Zhttps://www.microsoft.com/ja-jp/edge?form=MA 13FJ
3https://www.mturk.com/
*https://www.bbc.com/news/science-environment-
68787534
Shttps://www.bbc.com/news/business-68225115
®https://www.bbe.com/news/world-us-canada-68883659
"https://www.bbc.com/news/world-europe-68761491
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Figure 3: Boxplot of comprehension test scores. A is
the average score.

The comprehension test consisted of 10 four-choice
questions, with one point per question. We col-
lected a total of 80 data, five for each combination
of setting and article.

4.3 Result

Figure 3 shows the aggregate results of the com-
prehension test. The average score was highest
for the proposed interface. We can conclude that
the proposed method, which presents candidate
questions considering the comprehension level, is
useful for reading comprehension. There are sta-
tistically significant differences in average compre-
hension test scores between the proposed interface
and Microsoft Copilot (p < 0.05) and no significant
differences in the other combinations. Figure 3
shows that in the proposed interface, few people
scored low on the comprehension test. This finding
indicates that candidate questions considering the
user’s comprehension level are effective for users
with low comprehension.

According to the open-ended questionnaire, par-
ticipants found w/o comprehension level interface
and proposed interface to be fun and easy (e.g.,
"Fun to read, easy to use"). In the proposed in-
terface, participants expressed favorable opinions
about the candidate questions that considered com-
prehension level (e.g., "Great range of follow-up
questions,” "This will be sufficient for first-time
readers"). However, some participants complained
about the response time (e.g., "Was a bit slow to
generate responses.")

5 Conclusion

We developed a news commentary dialogue inter-
face that considers the user’s comprehension level.
The interface alleviates the user’s burden by pre-

senting multiple automatically generated question
candidates and having the system answer the se-
lected questions. It aims to tailor the dialogue to
each user by predicting their comprehension level
of the news content on the basis of the selected
questions and presenting question candidates that
account for this level of understanding. In our ex-
periment, we implemented the proposed interface
and quantitatively evaluated its effectiveness by
using crowd-sourcing. Comparison experiments
between the proposed interface and baselines con-
firmed that the proposed interface enhances users’
reading comprehension.

In the open-ended responses to the questionnaire
during the experiment, one participant said, “Con-
veying the content of news solely through text is
difficult.” Based on this feedback, our further re-
search will consider incorporating images along
with text.
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