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Abstract
The rise of Large Language Models (LLMs)
has brought about a notable shift, rendering
them increasingly ubiquitous and readily acces-
sible. Across diverse platforms such as social
media platforms, news outlets, educational plat-
forms, question-answering forums, and even
academic domains, there has been a notable
surge in machine-generated content. Recent
iterations of LLMs, exemplified by models
like ChatGPT and GPT-4, exhibit a remark-
able ability to produce coherent and contextu-
ally relevant responses across a broad spectrum
of user inquiries. The fluidity and sophistica-
tion of these generated texts position LLMs
as compelling candidates for substituting hu-
man labour in numerous applications. Never-
theless, this proliferation of machine-generated
content has raised apprehensions regarding po-
tential misuse, including the dissemination of
misinformation and disruption of educational
ecosystems. Given that humans marginally
outperform random chance in discerning be-
tween machine-generated and human-authored
text, there arises a pressing imperative to de-
velop automated systems capable of accurately
distinguishing machine-generated text. This
pursuit is driven by the overarching objective
of curbing the potential misuse of machine-
generated content. Our manuscript delineates
the approach we adopted for participation in
this competition. Specifically, we detail the
fine-tuning and the use of a DistilBERT model
for classifying each sample in the test set pro-
vided. Our submission is able to reach an ac-
curacy equal to 0.754 in place of the worst
result obtained at the competition that is equal
to 0.231.

1 Introduction

Large language models (LLMs) are increasingly
pervasive and readily accessible, leading to a surge
in machine-generated content across a multitude of
platforms (Fang et al., 2024). LLMs have demon-
strated an impressive ability to generate highly

fluent responses to diverse user queries. The elo-
quent nature of these generated texts renders LLMs
appealing candidates for replacing human labour
across various scenarios. However, this widespread
adoption has sparked concerns regarding the poten-
tial misuse of such texts, including the dissemina-
tion of misinformation in journalistic contexts and
disruptions within educational systems (Tang et al.,
2023).

The increasing adoption of Transformer-based
architectures in academic research has also been
bolstered by various methodologies showcased at
SemEval 2024. These methodologies tackle di-
verse tasks and yield noteworthy findings. For in-
stance, at the Task 2 (Jullien et al., 2024), where to
address the challenge of identifying the inference
relation between a plain language statement and
Clinical Trial Reports is used T5 (Siino, 2024b);
Task 4 (Dimitrov et al., 2024) and Task 10 (Ku-
mar et al., 2024) where is employed a Mistral 7B
model to detect persuasion techniques in memes
(Siino, 2024a) and to perform Emotion Recognition
in Conversation (ERC) within Hindi-English code-
mixed conversations respectively (Siino, 2024c).

Despite human evaluators marginally outper-
forming random chance in distinguishing be-
tween machine-generated and human-written text
(Mitchell et al., 2023), the need for automatic meth-
ods to detect machine-generated content has be-
come increasingly urgent. This necessity prompted
the organizers of Task 8 at SemEval-2024 to fo-
cus on developing such methods with the aim of
mitigating potential misuse.

Previous efforts in detecting machine-generated
text have been made. For instance, (Guo et al.,
2023) devised methods to discern whether a text
was generated by ChatGPT or authored by a hu-
man across various domains. However, these en-
deavours primarily concentrated on the outputs of
ChatGPT.

The RuATD Shared Task 2022 tackled artificial
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text in Russian, spanning models for paraphrase
generation, text simplification, text summarization,
and machine translation (Shamardina et al., 2022).
However, their emphasis was on models fine-tuned
for specific tasks or domains, which differs from
the focus of the Task 8. While (Mitchell et al.,
2023) detected outputs of various LLMs such as
GPT-2, OPT-2.7, Neo-2.7, GPT-J, and NeoX, it’s
pertinent to note that these models have become
obsolete with the advent of GPT-3 and even GPT-
4. The Task 8 hosted at SemEval 2024 was built
upon the previous work discussed in (Wang et al.,
2023b).

To address these objectives, there is an ongoing
demand for automated tools capable of extracting
and categorizing data, facilitating the classification
with recent NLP models. Recent advancements
in the machine and deep learning architectures
have spurred heightened interest in Natural Lan-
guage Processing (NLP). Substantial endeavours
have been directed towards devising techniques for
the automated identification and categorization of
textual content accessible on the internet today. In
the literature, to perform text classification tasks,
several strategies have already been proposed. In
the last fifteen years, some of the most success-
ful strategies have been based on SVM (Colas and
Brazdil, 2006; Croce et al., 2022), on Convolu-
tional Neural Network (CNN) (Kim, 2014; Siino
et al., 2021), on Graph Neural Network (GNN)
(Lomonaco et al., 2022), on ensemble models (Miri
et al., 2022; Siino et al., 2022) and, recently, on
Transformers (Vaswani et al., 2017; Siino et al.,
2022b).

Participants in SemEval-2024 Task 8 could com-
pete for three Subtasks better described in the rest
of this paper. However, our team participated in
the first Subtask only. The first Subtask (i.e., Sub-
task A) is the Binary Human-Written vs. Machine-
Generated Text Classification one: Participants are
tasked with determining, based on a given full text,
whether it is human-written or machine-generated.
There are two tracks for Subtask A: monolingual
(only English sources) and multilingual.

The subsequent sections of the paper are struc-
tured as follows: Section 2 offers background in-
formation on Task 6, held at SemEval-2024. In
Section 3, we outline the approach introduced in
this study. Section 4 delves into the specifics of the
experimental setup employed to reproduce our find-
ings. The outcomes of the official task and relevant
discussions are presented in Section 5. Finally, Sec-

tion 6 concludes our study and suggests avenues
for future research.

We make all the code publicly available and
reusable on GitHub1.

2 Background

The task 8 hosted at SemEval-2024 (Wang et al.,
2024) is made of three different Subtasks.

• Subtask A. Binary Human-Written vs.
Machine-Generated Text Classification:
Given a full text, determine whether it is
human-written or machine-generated. There
are two tracks for Subtask A: monolingual
(only English sources) and multilingual.

• Subtask B. Multi-Way Machine-Generated
Text Classification: Given a full text, deter-
mine who generated it. It can be human-
written or generated by a specific language
model.

• Subtask C. Human-Machine Mixed Text De-
tection: Given a mixed text, where the first
part is human-written and the second part is
machine-generated, determine the boundary,
where the change occurs.

An example from the original dataset - better
described in (Wang et al., 2023b) - is the one that
follows.

Given the prompt:

"Write a Wikipedia article with the title
Ẅilliam Whitehousë, the article should
at least have 250 words."

While the original human-written version is
available online2, the output produced by a Chat-
GPT 3.5 Turbo was:

"William Whitehouse was a 19th-century
British engineer and inventor who made
significant contributions to the field of
hydraulics. He was born in 1825 in
Birmingham, England, where he grew
up and eventually became an appren-
tice at the Soho Foundry. This appren-
ticeship instilled in him a passion for
steam engines and hydraulics that would
shape his future career. After completing

1https://github.com/marco-siino/SemEval2024/
2https://en.wikipedia.org/wiki/William_

Whitehouse
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his apprenticeship, Whitehouse worked
for the Birmingham Water Works Com-
pany as an engineer. It was during this
time that he began experimenting with
hydraulic machinery and invented sev-
eral innovative devices. In 1850, he de-
veloped the first hydraulic press, which
was able to exert immense amounts of
pressure and became widely used in in-
dustrial manufacturing processes. He
also created hydraulic lifts for raising
and lowering heavy loads and hydraulic
cranes for lifting and moving heavy ob-
jects. Whitehouse’s inventions revolu-
tionized manufacturing and construction
industries and helped to increase pro-
ductivity and efficiency. In addition to
hydraulic machinery, he also worked on
steam engines and locomotives, improv-
ing their performance and reliability. He
was regarded as an expert in his field
and wrote several papers on hydraulic
engineering that were widely read and re-
spected. Whitehouse’s achievements did
not go unnoticed by the scientific commu-
nity, and he was awarded the Royal Soci-
ety’s prestigious Telford Medal in 1875.
He also became a fellow of the Royal So-
ciety and was elected to the Institution of
Civil Engineers and the Institution of Me-
chanical Engineers. Despite his success,
Whitehouse remained humble and ded-
icated to creating innovative and prac-
tical solutions to engineering problems.
He passed away in 1905, leaving behind
a legacy of groundbreaking hydraulic in-
ventions that continue to play a vital role
in modern manufacturing and construc-
tion industries."

3 System Overview

Even if it has already been proved that the Trans-
formers are not necessarily the best option for any
text classification task (Siino et al., 2022a), de-
pending on the goal, some strategies like domain-
specific fine-tuning (Sun et al., 2019; Van Thin
et al., 2023), or data augmentation (Lomonaco
et al., 2023; Mangione et al., 2022; Siino et al.,
2024a) can be beneficial for the considered task.

However, to address the Task 8 hosted at
SemEval-2024 we employed a zero-shot learning
strategy (Chen et al., 2023; Wahidur et al., 2024),

making use of DistilBERT (Sanh et al., 2020), fine-
tuned on the SST-2 dataset (Socher et al., 2013).

DistilBERT, akin to its larger counterparts (i.e.,
BERT), exhibits commendable performance across
a diverse array of tasks when fine-tuned. While
prior research predominantly delved into distil-
lation techniques for crafting task-specific mod-
els, the distillation approach in this case harnesses
knowledge distillation during the pre-training
phase. DistilBERT demonstrate the feasibility
of reducing the size of a BERT model by 40%,
while retaining 97% of its language understand-
ing prowess and achieving 60% increase in speed.
To harness the inductive biases inherent in larger
models during pre-training, a triple loss mecha-
nism is introduced with this model. This mech-
anism combines language modelling, distillation,
and cosine-distance losses. The compact, expe-
dited, and resource-efficient model not only stream-
lines the pre-training process but also showcases
its potential for on-device computations through a
proof-of-concept experiment and comparative on-
device analysis.

The Stanford Sentiment Treebank stands as the
inaugural corpus equipped with fully labeled parse
trees, facilitating comprehensive exploration of the
compositional effects of sentiment in language.
It comprises 11,855 individual sentences culled
from film reviews. Leveraging the Stanford parser,
the corpus encompasses a total of 215,154 unique
phrases, each annotated by three human evalua-
tors. This novel dataset affords an opportunity to
delve into the intricacies of sentiment analysis and
capture nuanced linguistic phenomena. Numerous
examples within the corpus exhibit distinct compo-
sitional structures. The granularity and breadth of
this dataset are poised to empower the community
in training compositional models grounded in su-
pervised and structured machine learning method-
ologies. While extant datasets primarily focus on
document and chunk labelling, there remains a
pressing need to enhance sentiment capture from
concise remarks, such as those found in Twitter
data.

Utilizing DistilBERT trained on the SST Stan-
ford dataset for detecting human or AI-generated
text holds significant promise due to its nuanced
understanding of sentiment and context. By lever-
aging DistilBERT’s fine-grained sentiment analysis
capabilities, coupled with its proficiency in dis-
cerning contextual nuances, the model we used is
supposed to effectively distinguish between human-
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generated and AI-generated text. The SST dataset,
annotated for human sentiments classification task,
enables DistilBERT to grasp the subtleties of hu-
man language, making it adept at identifying devia-
tions indicative of AI-generated content. Moreover,
fine-tuning DistilBERT on this dataset enhances
its sensitivity to linguistic cues that differentiate
human-authored texts from those generated by AI
algorithms, thereby offering a robust solution for
text authenticity verification in various applications,
including misinformation detection, content mod-
eration, and forensic linguistics.

In this study, we employed a fine-tuning ap-
proach to enhance the performance of DistilBERT,
initially trained on the SST dataset, for the task of
distinguishing between human and AI-generated
text. The fine-tuning process involved training the
model for three epochs on the provided training
set, utilizing a portion of the data for validation.
Specifically, we partitioned 20% of the training
set samples to form a validation set, crucial for as-
sessing the model’s performance and preventing
overfitting. After completing the fine-tuning pro-
cess, we systematically evaluated the model’s per-
formance across the three epochs on the validation
set. Subsequently, we selected the tuned version
of the model that exhibited superior performance,
as determined by its validation set accuracy. This
validation methodology ensures the reliability and
generalization capability of the fine-tuned Distil-
BERT model for the targeted task of differentiating
between human and AI-generated text.

In a recent study (Siino et al., 2024b), has been
shown that the contribution of preprocessing for
text classification tasks is generally not impactful
when using Transformers. More specifically, the
best combination of preprocessing strategies is not
very different from doing no preprocessing at all
in the case of Transformers. For these reasons, and
to keep our system highly fast and computationally
light, we have not performed any preprocessing on
the text.

4 Experimental Setup

We implemented our model on Google Colab. The
library we used comes from HuggingFace3 and
is the uncased version of DistilBERT specifically
trained on the above-mentioned SST2 dataset 4. We

3https://huggingface.co/
4https://huggingface.co/distilbert/

distilbert-base-uncased-finetuned-sst-2-english

did perform a three-epochs additional fine-tuning,
before generating the prediction on the unlabelled
test set. This model is versatile and can serve as
a foundational tool for topic classification tasks.
While it can function as a raw model for masked
language modelling or next sentence prediction,
its primary utility lies in its adaptability for fine-
tuning on downstream tasks. Users can explore the
model hub to discover fine-tuned versions tailored
for specific tasks beyond its original scope. As
already mentioned, all of our code is available on
GitHub.

5 Results

Given the binary nature of the classification task,
the organizers proposed Accuracy as the evaluation
metric to be considered for the final ranking. The
accuracy is defined in the Equation 1. Where TP
stands for the number of correctly predicted right
answers, FP stands for the number of wrongly pre-
dicted right answers, and FN stands for the right
answers wrongly predicted as wrong answers.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

In Table 1, we present the outcomes derived from
our methodology. They are the same results pub-
licly availble on the official final ranking shown on
the official task page5 and on CodaBench6.

Compared to the best performing models, our
simple approach exhibits some room for improve-
ments. It is worth notice that required no further
pre-training and the computational cost to address
the fine-tuning stage is manageable with the free
online resources offered by Google Colab. How-
ever, even with the low effort required, it is possible
to achieve interesting results with our proposed ap-
proach. Out of the 137 participants, our approach,
based on the use of a fine-tuned version of Distil-
BERT, is able to rank between the position 68 and
69 in the final ranking.

6 Conclusion

This paper presents the application of a DistilBERT-
model for addressing the Task 8 at SemEval-2024.

5https://github.com/mbzuai-nlp/
SemEval2024-task8

6https://www.codabench.org/competitions/1752/

242

https://huggingface.co/
https://huggingface.co/distilbert/distilbert-base-uncased-finetuned-sst-2-english
https://huggingface.co/distilbert/distilbert-base-uncased-finetuned-sst-2-english
https://github.com/mbzuai-nlp/SemEval2024-task8
https://github.com/mbzuai-nlp/SemEval2024-task8
https://www.codabench.org/competitions/1752/


TEAM NAME Accuracy
safeai (1) 0.969
comp5 (2) 0.961
halwhat (3) 0.961

baseline (19-20)* 0.885
DistilBERT (68-69)* 0.754
saibewaraditya (137) 0.231

Table 1: Comparing performance on the test set. In the table are shown the results obtained by the first three
teams, by the last one and by our approach. In parentheses is reported the position in the official final ranking. Our
approach is not ranked in the official final ranking, but the score obtained ranks between the positions 68 and 69.

For our submission, we decided to fine-tune a pre-
trained Transformer. The model was used to per-
form a sequence classification task to detect if a
piece of text is written by a human or by a gener-
ative model. The task is challenging, and there is
still opportunity for improvement, as can be noted
looking at the final ranking. Possible alternative
approaches to our can include utilizing the few-
shot capabilities or also the use of other models
like Llama and T5, eventually using further data,
or directly integrating other samples from the train-
ing and from the development sets. Further im-
provements could be obtained with a fine-tuning
and modelling the problem as a text classification
task. Furthermore, given the interesting results re-
cently provided on a plethora of tasks, also other
few-shot learning (Wang et al., 2023a; Maia et al.,
2024; Siino et al., 2023; Meng et al., 2024) or data
augmentation strategies (Muftie and Haris, 2023;
Tapia-Téllez and Escalante, 2020; Siino and Tin-
nirello, 2023) could be employed to improve the
results. Looking at the final ranking, our simple
approach exhibits some room for improvements.
However, it is worth notice that it has required no
further pre-training and the computational cost to
address the task is manageable with the free online
resources offered by Google Colab.
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