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Abstract

This paper introduces a novel hybrid neural-
rule based architecture for Filipino stemming,
combining a comprehensive rule-based stem-
mer with fine-tuned BERT variants. We system-
atically compare untrained models, rule-based
models, and fine-tuned BERT models, demon-
strating significant performance improvements
with our hybrid approach. The RoBERTa
Tagalog variant achieves 98.61% Exact Ac-
curacy and 98.23% F1-score, outperforming
both untrained and purely rule-based methods.
Our findings suggest that integrating domain-
specific linguistic rules with neural networks is
essential for effective NLP in morphologically
complex, low-resource languages like Filipino,
offering a framework adaptable to similar lan-
guages.

1 Introduction

Filipino, the national language of the Philippines,
is derived from Tagalog and belongs to the Aus-
tronesian language family. It shares linguistic fea-
tures with other languages in Southeast Asia and
the Pacific, characterized by its rich morphological
structure, including a complex system of affixation,
reduplication, and the use of clitics (Blust, 2009;
Rubino, 2002; Roxas et al., 2009). These linguistic
characteristics, while offering expressive versatility,
present unique challenges for natural language pro-
cessing (NLP) tasks such as stemming, lemmatiza-
tion, and morphological analysis (Katamba, 1993;
Yambao, 2021; Roxas and Mula, 2008).

Filipino’s agglutinative grammar employs a com-
plex system of affixes (prefixes, infixes, suffixes,
and circumfixes) to express grammatical functions
like tense, aspect, and voice (Blake, 1917; Cheng
and See, 2006; Roxas et al., 2009). For instance,
the verb root bili (to buy) transforms into bumili
(bought), binili (was bought), bibili (will buy), and
pinagbibili (being sold), demonstrating how a sin-
gle root can generate multiple forms with distinct

grammatical implications that challenge computa-
tional processing (Roxas and Mula, 2008).

Reduplication is another prominent feature of
Filipino morphology, involving the repetition of a
whole or partial root to convey grammatical func-
tions such as plurality, intensity, or reciprocity
(Blake, 1917; Roxas et al., 2009). For example,
the root takbo (run) may become tatakbo (will run),
indicating future tense, or takbo-takbo (running
around), indicating repetitive action. The ability to
accurately parse and handle reduplication is essen-
tial for any effective stemming or lemmatization
algorithm in Filipino (Roxas and Mula, 2008).

Furthermore, Filipino extensively uses cli-
tics—unstressed particles that attach to a preceding
word to convey syntactic or phonological nuances
(Bloomfield, 1917; Roxas et al., 2009). Common
clitics include ng (of), na (already), and pa (still),
which often need careful handling during prepro-
cessing to ensure accurate linguistic analysis. The
complex interplay of clitics, affixation, and redupli-
cation makes Filipino a challenging language for
NLP systems developed primarily for languages
like English, which have comparatively simpler
morphological structures (Roxas et al., 2009).

While recent NLP advancements favor subword
tokenization and end-to-end methods, morphologi-
cal analysis remains indispensable for morphologi-
cally rich languages (MRLs) like Filipino, where
morphological markers encode grammatical func-
tions that influence word meaning and syntax (Tsar-
faty et al., 2013; Erkaya, 2022). In contrast to lan-
guages like English, where grammatical roles are
defined by word order, Filipino relies on affixa-
tion, reduplication, and compounding to convey
these functions, thus enabling flexible word order
and presenting unique challenges for standard NLP
models (Roxas et al., 2009).

The need for explicit morphological processing
is particularly evident in applications like infor-
mation retrieval, where stemming improves search



relevance by matching root forms rather than exact
terms (Adriani et al., 2007). For Filipino, with lim-
ited annotated data and high morphological varia-
tion, stemming becomes essential to reduce lexical
sparsity and enhance performance in tasks such
as document classification and sentiment analysis
(Boquiren et al., 2022; Bonus, 2003).

The task of stemming—reducing words to their
root form—is particularly challenging in Filipino
due to its extensive use of affixes and the necessity
of correctly interpreting these morphological varia-
tions (Adriani et al., 2007; McNamee and Mayfield,
2004; Roxas and Mula, 2008). Traditional rule-
based approaches have historically been employed
to address this challenge, leveraging handcrafted
linguistic rules to strip affixes and reduce words
to their base forms. However, while effective in
specific cases, rule-based systems often suffer from
limitations in scalability, adaptability, and the abil-
ity to generalize to unseen data (Roxas et al., 2009).

The advent of neural network-based models, par-
ticularly those utilizing the Transformer architec-
ture (Devlin et al., 2019), has shifted the focus of
NLP towards data-driven approaches. Despite their
success in many domains, purely neural models
often struggle with morphologically rich languages
like Filipino, where complex linguistic rules must
be implicitly learned from data (Pires et al., 2019;
Lample and Conneau, 2019). Without extensive,
language-specific training data, these models can
underperform, highlighting the need for hybrid ap-
proaches that combine the strengths of rule-based
systems with the generalization capabilities of neu-
ral networks (Gatt and Krahmer, 2018; Malmasi
and Dras, 2014).

Hybrid models that integrate rule-based method-
ologies with neural networks offer a promising
solution to the challenges posed by the morpho-
logical complexity of Filipino (Gatt and Krahmer,
2018; Malmasi and Dras, 2014; Roxas and Mula,
2008). By embedding linguistic rules within a rule-
based stemmer and enhancing it with the contextual
understanding provided by fine-tuned BERT mod-
els, a hybrid approach can achieve higher accuracy
and robustness in stemming tasks (Yambao, 2021).
This synergy leverages the precise, deterministic
nature of rule-based systems with the adaptive, con-
textual strengths of neural models, offering a more
comprehensive solution to the complexities of Fil-
ipino morphology (Roxas and Mula, 2008).

This research builds on existing hybrid
approaches by proposing a novel model that

combines a rule-based Filipino stemmer
with fine-tuned BERT variants. These vari-
ants—Multilingual BERT, RoBERTa Tagalog,
and XLM-RoBERTa—have been pre-trained on
large multilingual corpora but require adaptation
to effectively handle the unique morphological
characteristics of Filipino (Devlin et al., 2019; Cruz
and Cheng, 2022; Lample and Conneau, 2019).
By fine-tuning these models on a Filipino-specific
dataset and integrating them with a rule-based
stemmer, this study seeks to enhance the per-
formance of NLP tasks in Filipino, particularly
stemming.

The contributions of this research are twofold.
First, we provide a comprehensive evaluation of
the performance of various BERT variants on Fil-
ipino word stemming, both as standalone mod-
els and within a hybrid framework. Second, we
demonstrate the effectiveness of the hybrid ap-
proach in handling the morphological complexity
of Filipino, offering insights that may be applica-
ble to other morphologically rich, low-resource
languages. This research not only advances the
state of the art in Filipino NLP but also provides
a foundation for future work in developing more
sophisticated and adaptable linguistic models for
diverse languages worldwide.

2 Related Works

The rise of transformer-based models such as
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019), and XLM-RoBERTa (Lample and Conneau,
2019) has significantly advanced natural language
processing (NLP) tasks. These models utilize deep
bidirectional transformers to capture contextual
information from large corpora, achieving state-
of-the-art performance in various language under-
standing tasks across multiple languages. However,
their application in morphologically rich languages,
such as Filipino, presents unique challenges due to
the complexity and variability in word formation
(Cruz and Cheng, 2022).

2.1 Filipino and Morphological Challenges

Filipino’s morphological complexity, involving af-
fixation, reduplication, and compounding, chal-
lenges standard NLP approaches, necessitating
model adaptations for lexical variation, which
presents a challenge for standard NLP models
(Roxas et al., 2009). The language’s rich system
of affixes can complicate computational process-



ing, as traditional rule-based systems often struggle
with the irregularities and extensive use of affixes
in Filipino (Nelson, 2004).

Traditional approaches to Filipino morphology,
such as rule-based systems, have been explored but
often face limitations. For instance, an exhaustive
rule-based affix extraction method for Tagalog was
proposed to address issues of understemming and
unstemmed errors by generating all possible word
forms through a tree structure (Tolentino and Borra,
2018). Additionally, a morphological analyzer for
Filipino verbs has been developed to produce af-
fixes, infinitive forms, and tenses from conjugated
verbs, highlighting the complexity of Filipino mor-
phological analysis (Roxas and Mula, 2008). De-
spite these advancements, there is still a need for
improved methods that can handle the nuances of
Filipino word formation more effectively, partic-
ularly in capturing irregular forms and complex
morphophonological alternations (Yambao, 2021).

The challenge is further compounded by the
scarcity of high-quality annotated data, though re-
cent initiatives like iTANONG-DS have begun ad-
dressing this limitation by providing comprehen-
sive benchmark datasets (Visperas et al., 2023).
Similarly, developing models that effectively han-
dle Filipino’s unique morphological features re-
mains an active research challenge (Riego et al.,
2023).

2.2 Stemming in Filipino NLP
Stemming plays a crucial role in various Filipino
NLP applications, particularly in addressing the
challenges posed by the language’s rich morpho-
logical structure. In sentiment analysis, stemming
helps identify sentiments by reducing morphologi-
cally complex emotional words to their root forms.
For example, words like masaya (happy), nagpa-
pasaya (making happy), pinasaya (made happy),
and kasiyahan (happiness) are reduced to their root
form ’saya’, which is particularly important for
social media text analysis where these morphologi-
cal variations are common (Boquiren et al., 2022).
This morphological reduction is crucial for improv-
ing text classification tasks by reducing lexical spar-
sity and consolidating semantically related word
forms (Cruz and Cheng, 2022).

In information retrieval tasks, stemming im-
proves search effectiveness by reducing feature
space dimensionality and enabling better semantic
matching (Tolentino and Borra, 2018). This is cru-
cial for Filipino, where a single root word generates

numerous forms through affixation, reduplication,
and clitics, directly impacting precision and recall
in search applications (Roxas and Mula, 2008).

Stemming in Filipino has been approached
through various methodologies, primarily focus-
ing on rule-based and template-based systems. The
work by Tolentino and Borra (2018) introduced an
exhaustive rule-based affix extraction method for
stemming in Tagalog. This approach generates a
tree structure where each node represents a word
form derived from the input, addressing issues of
understemming and unstemmed errors by exhaus-
tively showing all stemming possibilities.

Another significant contribution is the morpho-
logical and template-based approach by Ong and
Ballera (2023), which leverages predefined tem-
plates to handle the complex affixation in Filipino.
While effective in capturing common morpholog-
ical patterns, this method may struggle with ex-
ceptions and less frequent word forms. Enhancing
this system with a hybrid model that incorporates
statistical learning could improve its adaptability
and accuracy.

The Tagalog Stemming Algorithm (TagSA)
(Bonus, 2003) is another notable effort, focusing
on extracting stems from Tagalog words through
a series of linguistic rules. While TagSA provides
a solid foundation for Tagalog stemming, its rule-
based nature limits its scalability and adaptability
to new linguistic data. Future improvements could
involve the integration of neural network-based
models to dynamically learn and update stemming
rules.

2.3 Transformer Models and Morphological
Languages

While transformer models like BERT and
RoBERTa have been adapted for multilingual set-
tings, their performance on morphologically rich
languages is still an area of ongoing research. Stud-
ies have shown that these models tend to under-
perform on languages with complex morphology
compared to analytic languages like English (Sou-
los et al., 2021). One reason for this underperfor-
mance is that these models are typically pretrained
on large corpora where morphologically rich lan-
guages are underrepresented, leading to suboptimal
contextual embeddings for these languages (Pires
et al., 2019).



2.4 Hybrid Models in NLP

Hybrid models offer an effective solution for ad-
dressing the limitations of transformer models in
handling morphological complexity, especially in
morphologically rich languages. By combining the
precision of rule-based systems with the contextual
depth of neural networks, hybrid models achieve
enhanced performance. For instance, Dwivedi et al.
(2024) showed that integrating rule-based morpho-
logical analysis with neural machine translation
(NMT) significantly improved translation quality
for low-resource languages like Hindi, Marathi,
and Bengali, effectively capturing grammatical
rules alongside contextual fluency.

Similarly, Tong (2020) demonstrated that hybrid
models in multilingual automatic speech recogni-
tion (ASR) outperformed purely neural approaches
by better managing inflectional variations. This
reinforces hybrid models’ utility in low-resource
settings, where data scarcity challenges data-driven
models. Zhu et al. (2023) also emphasized that hy-
brid models excel at incorporating external knowl-
edge sources, such as linguistic rules or knowledge
bases, into neural architectures, making them more
interpretable and effective for low-resource lan-
guages.

2.5 Filipino-Specific Transformer Models

A significant advancement in Filipino NLP
emerged with RoBERTa-Tagalog, a specialized
variant of the RoBERTa architecture pre-trained
on large-scale Filipino corpora (Cruz and Cheng,
2022). This model demonstrates substantial im-
provements over previous transformer-based mod-
els across multiple benchmarks, achieving con-
sistent performance gains of 4-5% over baseline
BERT models in tasks ranging from hate speech
detection to natural language inference. These im-
provements suggest enhanced capability in cap-
turing Filipino’s linguistic nuances and contextual
relationships.

3 Methodology

3.1 Rule-Based Stemmer

Our rule-based stemmer draws from and extends
established methodologies in Filipino linguistic
studies, most notably the works of Bonus (Bonus,
2003), Roxas and Mula (Roxas and Mula, 2008),
Rafael (Rafael, 2018), Tolentino and Borra (To-
lentino and Borra, 2018), and Ong and Ballera

(Ong and Ballera, 2023). These foundational stud-
ies offer robust strategies for managing affixation,
infixation, circumfixation, reduplication, and mor-
phophonemic variations, all of which are essential
in accurately processing Filipino words.

3.1.1 Influences from Existing Literature
Inspired by the aforementioned works, our rule-
based stemmer systematically addresses the follow-
ing Filipino morphological phenomena:

• Prefixes: The handling of common prefixes
such as mag-, pag-, and ka- is influenced
by the strategies proposed by Bonus (Bonus,
2003), who emphasized the importance of rec-
ognizing morphophonemic changes that these
prefixes can induce in root words.

• Infixes: Building on the framework of TagSA,
our stemmer identifies and removes infixes
like -um-, -in-, ensuring their correct interpre-
tation within the context of the word (Bonus,
2003).

• Suffixes: The rules for removing suffixes such
as -an, -in, and their allomorphic variants are
guided by Tolentino and Borra’s methods (To-
lentino and Borra, 2018), enabling precise suf-
fix removal without altering the meaning of
the root word.

• Circumfixes: A layered approach to circum-
fixes (e.g., ka-...-an, pag-...-an) is adopted,
ensuring simultaneous consideration of both
prefix and suffix components, as discussed by
Rafael in the context of Tagalog morphology
(Rafael, 2018).

• Reduplication: Our stemmer adeptly han-
dles both partial and full reduplication, a cru-
cial feature in Filipino morphology, by ap-
plying the comprehensive analysis techniques
described by Tolentino and Borra (Tolentino
and Borra, 2018).

The rule-based stemmer applies these processes
systematically, as illustrated in Algorithm 1, en-
suring a high degree of accuracy in handling the
morphological complexity of the Filipino language.

3.2 Neural Component:
HybridBERTStemmer

The HybridBERTStemmer, our proposed neural
component, integrates the rule-based stemmer with



Algorithm 1 Rule-Based Filipino Stemmer

Require: word
Ensure: stem

1: stem← remove_particles(word)
2: stem← remove_reduplication(stem)
3: stem← remove_circumfix(stem)
4: while stem changes do
5: stem← remove_prefix(stem)
6: stem← remove_infix(stem)
7: stem← remove_suffix(stem)
8: end while
9: if stem ∈ valid_words then return stem

10: elsereturn word
11: end if

a fine-tuned BERT model, creating a hybrid ar-
chitecture that benefits from both linguistic rules
and deep learning. This approach is grounded in re-
cent advancements in Natural Language Processing
(NLP) that demonstrate the effectiveness of com-
bining rule-based systems with neural networks to
enhance performance on complex linguistic tasks
(Yambao, 2021).

3.2.1 Model Architecture
The HybridBERTStemmer architecture is designed
to combine the strengths of both the rule-based
and neural approaches. The architecture utilizes
BERT to generate contextual embeddings for both
the original word and its rule-based stem. These
embeddings are then combined and passed through
a classification layer to predict the most likely stem.
The architecture is formally described as follows:

Hw = BERT(w)

Hr = BERT(r)

Hc =
Hw +Hr

2
y = softmax(WHc + b)

(1)

Here, w represents the input word, r is the rule-
based stem, Hw and Hr are the hidden representa-
tions from BERT, and Hc is the combined repre-
sentation. The output y is a probability distribution
over the possible stems.

3.3 Data and Preprocessing

The dataset used in this research comprises 16,055
Filipino words paired with their corresponding
stems, sourced from the Komisyon sa Wikang Fil-
ipino (KWF) Diksiyonaryong Filipino (Komisyon

sa Wikang Filipino, 2021). This dataset is invalu-
able due to its comprehensiveness and its authorita-
tive status as a linguistic resource in the Philippines.
The KWF, as the official linguistic body of the
country, ensures that the dictionary encapsulates a
broad spectrum of lexical variations, regional di-
alects, and complex morphological structures (Lee,
2010). This makes it an ideal resource for develop-
ing and rigorously evaluating stemming algorithms
in Filipino.

To ensure a balanced representation of differ-
ent morphological patterns, the dataset was strati-
fied into training (70%), validation (15%), and test
(15%) sets.

3.4 Training Procedure and Optimization

The training of the HybridBERTStemmer in-
volved fine-tuning three BERT variants—BERT
Multilingual, RoBERTa Tagalog, and XLM-
RoBERTa—with specific optimizations to balance
computational efficiency and model performance.
Our implementation incorporated several key tech-
nical components:

3.4.1 Model Configuration
• Optimizer: AdamW with a learning rate of (
2× 10−5 )

• Batch Size: 32, with gradient accumulation
for memory efficiency

• Epochs: Maximum of 10, with early stopping
based on validation loss

• Loss Function: Cross-entropy loss with
mixed-precision optimization

• Hardware: NVIDIA L4 GPU (22.5 GB mem-
ory) with 53 GB system RAM

3.4.2 Optimization Techniques
We implemented several optimization strategies
to enhance training efficiency while maintaining
model accuracy and ensuring practical deployabil-
ity of the system:

Mixed-Precision Training. We employed FP16
arithmetic for computation while maintaining FP32
for weight updates, reducing memory usage and
training time by up to 3x while preserving numeri-
cal stability (Micikevicius et al., 2018). This dual-
precision approach enabled efficient resource uti-
lization without compromising model performance.



Gradient Accumulation. To simulate larger
batch sizes while managing memory constraints,
we implemented gradient accumulation (Ott et al.,
2018). This technique accumulated gradients over
multiple forward and backward passes, enabling
effective training with larger effective batch sizes
without exceeding hardware limitations.

Dynamic Learning Rate. We employed an adap-
tive learning rate schedule with warmup steps as
described in the original transformer architecture
(Vaswani et al., 2017), complemented by early stop-
ping based on validation loss to prevent overfitting
(Prechelt, 1998). Additionally, we used dynamic
batching to handle variable-length inputs more effi-
ciently.

3.4.3 Evaluation Metrics
To assess the performance of our hybrid model
across various dimensions of Filipino morpholog-
ical analysis, we employed a multifaceted evalua-
tion framework. This framework encompasses both
standard metrics and specialized measures tailored
to the unique challenges of agglutinative languages.

Our primary metric, Exact Accuracy (Ae), quan-
tifies the model’s precision in stem generation:

Ae =
Correct Stems

Total Predictions
(2)

To capture the nuanced performance in a multi-
class setting, we utilized the following metrics:

• Precision (P ): Measures the model’s ability
to avoid false positives, crucial for maintain-
ing linguistic fidelity:

P =
True Positives

True Positives + False Positives
(3)

• Recall (R): Evaluates the model’s capacity to
identify all correct stems, essential for com-
prehensive morphological coverage:

R =
True Positives

True Positives + False Negatives
(4)

• F1-score (F1): Provides a balanced measure
of precision and recall, particularly valuable
for imbalanced datasets common in morpho-
logically rich languages:

F1 = 2 · P ·R
P +R

(5)

To account for the diverse morphological pat-
terns in Filipino, we employed two variants of the
F1-score:

• Macro F1 (FM
1 ): An unweighted mean of

F1-scores across all morphological classes,
providing equal emphasis to rare and common
patterns:

FM
1 =

1

|C|
∑
c∈C

F c
1 (6)

where C is the set of all classes and F c
1 is the

F1-score for class c.

• Weighted F1 (FW
1 ): Adjusts for class imbal-

ance by weighting each class’s F1-score by its
support:

FW
1 =

∑
c∈C wcF

c
1∑

c∈C wc
(7)

where wc is the support for class c.

By analyzing these metrics in conjunction, we
can assess the model’s effectiveness across vari-
ous linguistic phenomena, from common affixation
patterns to rare morphological constructs.

3.5 Cross-Validation and Statistical
Significance

To ensure the robustness and generalizability of
our results, we conducted a 5-fold stratified cross-
validation. This method involves dividing the
dataset into five subsets, each serving as a test set
once while the remaining four subsets are used for
training. This approach helps mitigate the risk of
overfitting and provides a more reliable estimate
of model performance across different splits of the
data (Arlot and Celisse, 2010; Kohavi, 1995).

Additionally, we employed McNemar’s test to
evaluate the statistical significance of performance
differences between the BERT variants. McNe-
mar’s test is particularly well-suited for paired com-
parisons of models on the same dataset, allowing
us to determine whether the observed differences
in accuracy between models are statistically sig-
nificant or likely due to chance (McNemar, 1947;
Dietterich, 1998).

3.6 Model Interpretability and Error Analysis
To further understand the model’s behavior, we con-
ducted a detailed error analysis, identifying com-
mon sources of error such as overstemming and



understemming. We analyzed errors across differ-
ent word lengths, affix types, and morphological
complexities, using confusion matrices and other
visualizations to pinpoint areas where the model
struggled. This analysis provided insights into the
strengths and limitations of both the rule-based and
neural components, guiding further refinements of
the hybrid model.

4 Results and Discussion

4.1 Model Performance

The results in Table 1 show that hybrid models out-
perform both untrained models and the rule-based
stemmer in exact accuracy. While untrained models
achieved accuracy scores between 11.11% (XLM-
RoBERTa) and 11.76% (BERT Multilingual), and
the rule-based stemmer reached 59.21%, the hybrid
RoBERTa Tagalog attained the highest accuracy at
98.62%, a substantial improvement over both base-
lines. This result underscores the effectiveness of
combining rule-based and neural methods for Fil-
ipino NLP.

Notably, the hybrid BERT Multilingual model
performed below the rule-based baseline, highlight-
ing the advantage of language-specific pre-training.

4.2 Computational Efficiency Across Model
Variants

All models were evaluated for runtime performance
covering the full inference pipeline—including in-
put preprocessing, model inference, and postpro-
cessing. For hybrid models, this evaluation incor-
porated both rule-based preprocessing and neural
computation phases.

• Hybrid BERT Multilingual: The fastest
among hybrid models, completing in 134.05s
(55.67 ms/word) and achieving a 20.61% re-
duction in runtime compared to its untrained
counterpart (168.86s).

• Hybrid RoBERTa Tagalog: Processed
in 150.04s (62.31 ms/word), showing a
23.18% improvement over the untrained
model (195.31s).

• Hybrid XLM-RoBERTa: Displayed the
longest runtime at 230.04s (95.53 ms/word),
with a slight increase of 1.36% over the un-
trained version (226.96s).

4.3 Statistical Significance and Ablation Study
To quantify the impact of each component in our
hybrid architecture, we conducted a comprehensive
ablation study and statistical significance testing us-
ing McNemar’s test. The results, presented in Table
2, clearly demonstrate the necessity of integrating
both rule-based and neural components.

The ablation study results show that:

1. Removing the rule-based component from the
hybrid models results in a performance drop,
especially for BERT Multilingual, which re-
lies more heavily on the rule-based prepro-
cessing.

2. The BERT-only variants further degrade in
performance, emphasizing the importance
of rule-based preprocessing in handling Fil-
ipino’s complex morphology.

3. RoBERTa Tagalog and XLM-RoBERTa
demonstrate more resilience, though their per-
formance also benefits significantly from the
hybrid approach.

4.4 Error Case Analysis
The hybrid RoBERTa Tagalog model demonstrates
a trade-off in morphological processing, reducing
affixation errors to 20% (compared to 45% in other
models) but increasing reduplication errors to 65%,
as shown in Figure 1. An in-depth error analysis,
summarized in Table 3, highlights three critical
challenges in Filipino morphological processing:

1. Context-Dependent Affixation: The high er-
ror rate in handling words like ‘kinakausap’
→ ‘kausap’ demonstrates that models struggle
to distinguish between core morphemes and
affixes when their role is context-dependent.
This suggests that purely sequential ap-
proaches to affix stripping may be insufficient
for Filipino, pointing to the potential benefit
of tree-structured or graph-based morphologi-
cal analysis approaches.

2. Reduplication Complexity: The significant
increase in reduplication errors in the hybrid
model (65% versus 30-35% in other models)
indicates that neural approaches may over-
simplify reduplication patterns. Cases like
‘binabasa-basa’ → ‘babasa’ show that the
model fails to recognize the semantic signifi-
cance of reduplication in indicating aspect or
intensity.



Table 1: Performance Metrics for BERT Variants and Rule-Based Stemmer

Model Exact Accuracy Precision Recall F1-score Macro F1

Untrained BERT Multilingual 11.76% 85.81% 11.76% 19.80% 3.68%
Untrained RoBERTa Tagalog 11.59% 84.67% 11.59% 19.51% 3.63%
Untrained XLM-RoBERTa 11.11% 82.34% 11.11% 18.74% 3.50%
Rule-Based Stemmer 59.21% 59.21% 59.21% 59.21% 17.47%
Hybrid BERT Multilingual 56.37% 47.79% 56.37% 45.95% 1.92%
Hybrid RoBERTa Tagalog 98.62% 97.65% 98.62% 98.12% 0.57%
Hybrid XLM-RoBERTa 98.37% 97.02% 98.37% 97.68% 0.14%

Table 2: Ablation Study Results (F1-scores)

Model Variant Full Model No Rule-Based BERT Only

Untrained BERT Multilingual 19.80% - -
Rule-Based Stemmer 59.21% - -
Hybrid BERT Multilingual 45.95% 43.21% (-5.9%) 39.87% (-13.3%)
Hybrid RoBERTa Tagalog 98.12% 96.54% (-1.6%) 95.32% (-2.9%)
Hybrid XLM-RoBERTa 97.68% 95.89% (-1.8%) 94.76% (-3.0%)
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Figure 1: Comparison of error types across stemming
models.

3. Morphological Ambiguity: Superlative
forms like ‘pinakamahusay’ → ‘mahusay’ re-
veal a systematic failure to handle cases where
multiple valid stemming options exist, depend-
ing on the intended meaning and grammatical
role. This suggests the need for more sophisti-
cated disambiguation strategies that consider
broader syntactic context.

4.5 Practical Applications and
Cross-Linguistic Generalizability

Our hybrid architecture demonstrates significant
potential for practical applications in Filipino NLP
systems, with the model achieving 98.61% accu-
racy on stemming tasks while maintaining rea-
sonable processing times (ranging from 134.05s
to 230.04s across different variants). This per-
formance level makes it particularly valuable for
downstream tasks such as information retrieval
and text classification, where accurate morpho-
logical analysis is crucial (Tsarfaty et al., 2013).
The importance of such accuracy is heightened for
Filipino, where morphological complexity signifi-
cantly impacts task performance (Roxas and Mula,
2008).

The success of our approach suggests broader
applicability to other morphologically rich, low-
resource languages through its adaptable architec-
ture. The neural component can be extended to
new languages by modifying the rule set and fine-
tuning on target language data, while the modular
separation of rule-based and neural components
enables systematic adaptation across languages
without architectural changes. Recent advances
in cross-lingual transfer learning demonstrate that
fine-tuning multilingual models on small language-
specific datasets can significantly improve perfor-
mance on previously underrepresented languages
(Pires et al., 2019; Lample and Conneau, 2019).



Table 3: Representative Error Cases Across Models

Word Correct Stem Predicted Stem Error Type

pinagkakaisahan isa kaisahan Overly Conservative
(BERT-M)

nagpapakain kain pakain Partial Affixation (RB)
binabasa-basa basa babasa Reduplication (RT)
kinakausap usap kausap Infix Handling

(BERT-M)
pinakamahusay husay mahusay Superlative Form (RT)

BERT-M: Untrained Multilingual BERT, RB: Rule-Based Stemmer, RT: Hybrid RoBERTa Tagalog

This approach shows particular promise for other
Austronesian languages that share morphological
characteristics with Filipino, where the underlying
architectural principles could be effectively lever-
aged to address comparable morphological chal-
lenges (Blust, 2009; Roxas et al., 2009).

5 Conclusion

This study introduces a hybrid neural-rule based
architecture tailored to the morphological intrica-
cies of the Filipino language, demonstrating the
power of combining linguistic knowledge with ad-
vanced neural models. The integration of a robust
rule-based stemmer with pre-trained BERT vari-
ants provides a comprehensive solution for Filipino
stemming, yielding several important findings.

The RoBERTa Tagalog model emerged as the
most effective, consistently outperforming both
multilingual and rule-based approaches. Achieving
an Exact Accuracy of 98.61% and an F1-score of
98.11%, RoBERTa Tagalog underscores the critical
importance of language-specific pre-training.

The rule-based component of our architecture
significantly enhanced performance, particularly in
scenarios where models lacked extensive Filipino-
specific pre-training. The hybrid approach con-
sistently outperformed standalone neural models
and the rule-based stemmer alone, highlighting the
value of combining traditional linguistic rules with
the contextual understanding provided by neural
networks. This synergy is particularly evident in
the model’s ability to handle the rich morphological
structure of the Filipino language, where complex
affixation patterns and infixes challenge purely neu-
ral approaches.

Despite the overall success of the hybrid architec-
ture, challenges remain. Reduplication continues
to present difficulties, even for the high-performing

models. This persistent challenge suggests the need
for further refinement, potentially through special-
ized data augmentation strategies or more sophisti-
cated neural architectures capable of better captur-
ing reduplication patterns.

In addition to accuracy, the study also examined
computational efficiency, revealing that RoBERTa
Tagalog, while requiring moderately higher pro-
cessing time (150.04s) compared to BERT Multi-
lingual (134.05s), offers the best balance between
accuracy and processing speed. This balance is
crucial for practical applications, where both per-
formance and efficiency are paramount. Statisti-
cal significance testing through McNemar’s test
confirms the robustness of these findings, particu-
larly the superior performance of language-specific
models over multilingual variants, reinforcing the
importance of specialized architectural adaptations
for morphologically rich languages.

Future research should explore advanced tech-
niques for integrating rule-based and neural com-
ponents, such as attention mechanisms or gating
networks, to further enhance model performance.
Targeted data augmentation could address specific
challenges like reduplication, improving model ro-
bustness in handling complex morphological phe-
nomena. Additionally, extending this hybrid archi-
tecture to other Filipino NLP tasks, such as part-of-
speech tagging or named entity recognition, could
demonstrate its versatility and effectiveness in vari-
ous linguistic contexts.

Moreover, benchmarking this approach against
emerging multilingual models and investigating
transfer learning strategies across other Austrone-
sian languages could provide further insights and
broaden the applicability of this research. Such
efforts would also contribute to the development of
NLP tools for other low-resource languages facing
similar challenges.
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