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Abstract

Legal information retrieval poses significant
challenges, particularly in jurisdictions with
limited technological resources. In this study,
we compiled a manually annotated dataset con-
sisting of 1,020 queries from bar exam review-
ers and, modeled after these annotations, gen-
erated a synthetic dataset of 7,310 entries us-
ing Llama 3.1 8B Instruct. We conducted
baseline evaluations of five embedding mod-
els—Word2Vec, SBERT, Jina Embeddings 2,
Nomic Embed, and GTE—using the entire sec-
tions of the Philippine National Internal Rev-
enue Code of 1997 (NIRC). Splitting the NIRC
sections into smaller subsections yielded the
most substantial improvements in retrieval ac-
curacy, increasing Top-1 accuracy by up to 13%
and Mean Reciprocal Rank (MRR) by up to
0.14. Among the models, GTE fine-tuned on
the synthetic data and retrieving from the split
NIRC achieved the best performance, with a
Top-1 accuracy of 0.66 and MRR of 0.76. How-
ever, fine-tuning the models on the synthetic
data with split NIRC sections resulted in lit-
tle to no further enhancements, with improve-
ments less than 2% compared to the pre-trained
models on the split NIRC sections. Addition-
ally, attempting to assist retrieval by match-
ing input queries with synthetic queries did not
contribute any improvements. These findings
highlight that while section splitting can sig-
nificantly enhance retrieval performance, the
use of synthetic data to improve retrieval in
highly nuanced and specialized domains like
Philippine legal text remains limited.

1 Introduction

Legal information retrieval presents unique chal-
lenges, especially in jurisdictions with limited tech-
nological tools. In the Philippines, the absence
of tailored retrieval systems for legal profession-
als or individuals seeking information from the
National Internal Revenue Code of 1997 (NIRC)
accentuates the need for specialized solutions. The

specialized language of legal documents further
complicates the quick and accurate retrieval of rel-
evant information. Classical information retrieval
techniques, such as vector space models and rel-
evance feedback, laid the groundwork for auto-
mated search systems by representing and ranking
text based on keyword matching and document
structure (Ribeiro-Neto and Baeza-Yates, 2011).
However, these methods often lack the semantic
depth needed for nuanced legal documents, which
has driven researchers toward embedding-based
retrieval systems (Xiong et al., 2020).

Advances in natural language processing (NLP),
particularly in embedding models, have paved the
way for more precise information retrieval systems.
Embedding models like Word2Vec (Mikolov et al.,
2013a,b) and SBERT (Reimers and Gurevych,
2019) enable semantic understanding at the word
and sentence levels, making them suitable for
legal text retrieval tasks where traditional meth-
ods fall short. Word2Vec, a pioneering model in
dense embeddings, has demonstrated the ability to
capture semantic relationships through word co-
occurrences but lacks contextual nuance, which
models like SBERT address through sentence-level
representations (Church, 2017). SBERT, by com-
bining Siamese neural networks with BERT em-
beddings, achieves a contextual depth that has been
shown to improve retrieval in various domains, in-
cluding legal texts (Reimers and Gurevych, 2019).
Despite the effectiveness of these embeddings in
general NLP tasks, their adoption within the Philip-
pine legal system has been limited, leaving a gap
that this work aims to address.

Specialized models like LEGAL-BERT have
further shown that domain-specific adaptations
can significantly improve retrieval accuracy in
legal contexts, as demonstrated in tasks involv-
ing complex legal documents (Chalkidis et al.,
2020). In parallel, large-scale retrieval models have
increasingly integrated synthetic data for model



fine-tuning, as seen in works like PAQ (Lewis
et al., 2021), which generated millions of question-
answer pairs for improved query relevance in
question-answering tasks. By generating synthetic
queries based on legal sections, we can similarly
align models more closely with the dense, jargon-
heavy language of the NIRC.

Recently, advanced long-context embedding
models such as Jina Embeddings 2 (Günther et al.,
2023), Nomic Embed (Nussbaum et al., 2024), and
GTE (Zhang et al., 2024) have emerged to address
limitations in sequence length, allowing for the pro-
cessing of larger text segments. These models are
capable of processing up to 8,192 tokens, overcom-
ing constraints of traditional BERT-based embed-
dings. Jina Embeddings 2 extends its context capa-
bilities with techniques like Attention with Linear
Biases (ALiBi) (Press et al., 2021), while Nomic
Embed employs a multi-stage training approach
that uses a vast dataset of 235 million text pairs
to capture complex dependencies. GTE, on the
other hand, integrates a reranking system with con-
trastive learning to further improve retrieval preci-
sion. Together, these models facilitate the retrieval
of information from extensive legal texts, making
them well-suited for tasks involving lengthy docu-
ments, as required in legal retrieval.

Evaluation of these models on retrieval bench-
marks, such as BEIR (Thakur et al., 2021) and
MTEB (Muennighoff et al., 2022), has shown their
effectiveness in both short and long-context re-
trieval tasks, providing a more comprehensive as-
sessment of their abilities across varied retrieval
scenarios. BEIR evaluates dense retrievers on a het-
erogeneous set of zero-shot retrieval tasks, while
MTEB specifically measures embedding models
across a wide range of tasks and sequence lengths,
which is essential for understanding model perfor-
mance on extended legal documents.

Complementing these embedding models, large
language models (LLMs) such as GPT (Brown,
2020) and Llama (Touvron et al., 2023) have intro-
duced new approaches for generating high-quality
synthetic data. Among open-source LLMs, Llama
3.1 (Dubey et al., 2024), developed by Meta, of-
fers promising capabilities for generating synthetic
queries that could potentially enhance model align-
ment with real-world search tasks. Synthetic data
generated by models like Llama 3.1 holds potential
for improving retrieval performance while reduc-
ing the reliance on extensive manual annotation, an
area currently under exploration in our work.

Retrieving From Pre-trained Fine-tuned
NIRC
(311 sections) Baseline

Split NIRC
(826 subsections) Section Splitting Fine-tuned

Split NIRC
(826 subsections)
+ Synthetic Dataset
(7310 entries)

Synthetic Query-
Assisted

Table 1: Comparison of Models and Methods Used for
Retrieval

This study evaluates the performance of five em-
bedding models—Word2Vec, SBERT, Jina AI’s
Jina Embeddings 2, Nomic AI’s Nomic Embed,
and Alibaba NLP’s GTE—in retrieving relevant
sections of the NIRC from queries. We compiled
a testing dataset from bar exam reviewers, which
provided realistic queries tied to specific sections
of the NIRC. To improve retrieval accuracy in the
dense legal language of the NIRC, we explored
section splitting, dividing lengthy sections into fo-
cused, content-specific segments. This helps the
models target precise legal concepts and reduces
the retrieval of unrelated information, aligning text
structure with the models’ strengths in representa-
tion. Fine-tuning the models with synthetic data
generated by Llama 3.1 8B Instruct allowed us to
simulate realistic legal questions, similar to the use
of synthetic data in PAQ, enhancing query rele-
vance without additional manual annotations.

Our experiments demonstrate that splitting large
sections of the NIRC into smaller subsections sig-
nificantly enhances retrieval performance, allowing
models to focus on more granular legal text. How-
ever, fine-tuning with synthetic data yielded only
marginal improvements in retrieval accuracy, sug-
gesting that while synthetic data holds promise,
current models may not fully capture the intricate
language patterns of Philippine legal texts. The
synthetic query-assisted retrieval approach also pro-
duced limited gains, highlighting areas where fu-
ture research could refine embedding models for
specialized legal applications. This work not only
contributes to the development of legal retrieval
tools in the Philippines but also underscores the
potential and limitations of embedding models and
synthetic data in complex legal NLP tasks.

2 Methodology

This section outlines the process of dataset cre-
ation, model training, and evaluation for the re-



Figure 1: Synthetic Dataset and Testing Dataset Generation Process: Depicting the workflow from splitting the
NIRC into subsections to generating synthetic queries with Llama 3.1 and annotating bar exam materials, followed
by fine-tuning embedding models with the synthetic dataset.

trieval of relevant sections from the NIRC. The
overall workflow for the creation of the datasets
and the subsequent training process is illustrated in
Figure 1. Two datasets were utilized: a manually
annotated testing dataset compiled from bar exam
reviewers and a synthetic training dataset generated
using Llama 3.1. The synthetic dataset was used to
fine-tune three embedding models with the goal of
improving their retrieval accuracy.

The experimental setup, summarized in Table
1, involved testing the models’ performance on le-
gal queries from the bar exam reviewer dataset,
both with and without fine-tuning on the synthetic
data. Additionally, we implemented section split-
ting, dividing the NIRC into smaller subsections to
enhance retrieval accuracy. This was done based on
structural headings such as "(A)", "(B)", and simi-
lar markers found in the NIRC, where we kept any
text that came before the heading all of the subsec-
tions. Afterwards, any sections found to be greater
than 1,000 words were also split into two subsec-
tions at the period (".") closest to the center. We
also evaluated the effectiveness of synthetic query-
assisted section retrieval, which matched queries
with synthetic questions to potentially improve re-
trieval outcomes. The experiments focused on two
key performance metrics: Mean Reciprocal Rank
(MRR) and Top-1 retrieval accuracy, with hyper-
parameter tuning for learning rate and threshold
values.

2.1 Dataset Creation

To evaluate the performance of the embedding mod-
els on retrieving relevant sections of the NIRC, two
datasets were utilized: a manually annotated testing
dataset and a synthetic training dataset generated
using Llama 3.1.

2.1.1 Manually Annotated Testing Dataset
The testing dataset was compiled from bar exam
reviewers found in Philippine law school websites
and libraries, consisting of legal questions that tax
professionals and students commonly encounter
when preparing for the Philippine Bar Exam. Each
question in this dataset was paired with its corre-
sponding section of the NIRC, as dictated in the bar
exam review materials, which served as the ground
truth for evaluating the retrieval accuracy of the
models. These documents and the NIRC are writ-
ten in English legalese. Augmentation to increase
quantity and quality of the dataset was done by
lawyers. This dataset provided a pragmatic basis
to assess how well the trained embedding models
could retrieve the correct section from the NIRC
based on legal queries.

2.1.2 Synthetic Training Dataset
The synthetic training dataset was formatted akin
to the manually annotated testing dataset, i.e., with
Philippine taxation queries and the corresponding
most relevant NIRC section. It was generated us-
ing Llama 3.1, was the sole data used for training
the embedding models. Before generating the syn-
thetic questions, the NIRC sections were first split
into smaller subsections following the rules men-
tioned earlier. This allowed for a more granular
breakdown of the legal text, ensuring that each part
of the section was addressed individually. Once
split, these subsections were fed into Llama 3.1 8B
Instruct using a carefully crafted system prompt de-
signed to generate diverse and insightful questions
for each subsection. The prompt was as follows:

You are an experienced law professor and
tax consultant specializing in the Philip-
pine Tax Code. Your goal is to help stu-
dents, laypersons, and tax professionals



understand complex legal concepts by
generating insightful and relevant ques-
tions that can be answered by the pro-
vided sections of the tax code. Focus on
clarity, precision, and ensuring the ques-
tions test comprehension of the key legal
principles. From the following text in the
Philippine Tax Code, generate multiple
potential queries regardless of the length
of the section. These queries should in-
clude a mix of questions that both layper-
sons and tax professionals might ask. En-
sure each part of the section is addressed
with a relevant query. If the section is
brief, provide both basic and more de-
tailed queries. Avoid using the phrases
’Philippine Tax Code’, ’this Code’, ’this
section’, or ’this law’ when referring to
the section; use ’the law’ if necessary.
Format each query as ’Query 1: ... Query
2: ... Query 3: ...’

This prompt enabled Llama 3.1 to generate a va-
riety of questions for each subsection of the NIRC,
ensuring that both simple and complex aspects of
the tax code were addressed. The synthetic dataset
thus consisted of multiple queries for each subsec-
tion, covering the full spectrum of legal complexi-
ties found in the NIRC.

This synthetic dataset was used to fine-tune the
embedding models, with the goal of improving
their ability to match real-world user queries to the
relevant sections of the NIRC. The training process
aimed to enhance the models’ retrieval accuracy by
aligning them more closely with the structure and
language of the NIRC, as reflected in the synthetic
data.

2.2 Experimental Setup

The experiment was designed to evaluate the
retrieval performance of five embedding mod-
els—Word2Vec, SBERT, Jina Embeddings 2,
Nomic Embed, and GTE—on the NIRC. The setup
involved two stages: pre-trained baseline testing
and fine-tuning the models using synthetic data gen-
erated by Llama 3.1. Additionally, synthetic query-
assisted section retrieval was explored to assess its
effectiveness in improving retrieval accuracy.

2.2.1 Pre-training Baseline Setup
Initially, the models were tested without any fine-
tuning to establish a performance baseline. In this

Hyperparameter Value
Seed 42
Max Sequence Length 2048 Tokens
Batch Size Variable
Gradient Accumulation 42 / Batch Size

Learning Rate
Jina: 4e-7
Nomic: 4e-7
GTE: 1e-7

Optimizer AdamW
Mixed Precision Enabled
Loss Function Cosine Similarity Loss

Table 2: Summary of Hyperparameters Used for Model
Training

stage, the pre-trained embeddings of Jina Embed-
dings 2, Nomic Embed, and GTE were directly
used to retrieve relevant NIRC sections based on
the bar exam reviewer queries. The entire NIRC
was split into sections and further divided into sub-
sections, each containing fewer than 2,000 words,
to enable more granular retrieval. The queries from
the manually annotated dataset were encoded us-
ing each model’s pre-trained embeddings, and co-
sine similarity was computed between the query
embeddings and the subsection embeddings. The
resulting similarity scores were used to rank the
relevant NIRC subsections for each query. This
baseline evaluation was critical for comparing the
performance gains achieved through fine-tuning
with synthetic data.

2.2.2 Fine-tuning with Synthetic Data
Following the baseline tests, the embedding models
were fine-tuned using a synthetic dataset generated
through Llama 3.1. The synthetic data consisted of
multiple queries for each subsection of the NIRC,
designed to simulate realistic legal questions that
laypersons, students, and tax professionals might
ask. Fine-tuning was carried out with the goal
of aligning the embeddings more closely with the
language and context of the NIRC, thus enhancing
their ability to retrieve the correct sections when
presented with bar exam reviewer queries.

All training was conducted on a single NVIDIA
A100 GPU with 40GB of VRAM. Due to the lim-
ited memory capacity and to ensure training stabil-
ity, a batch size of 3 was used for Jina Embeddings
2, Nomic Embed, and GTE, which take signifi-
cantly more compute than Word2Vec and SBERT.
However, to emulate a larger effective batch size,
gradient accumulation techniques were employed
(Piao et al., 2023). Specifically, the losses were
accumulated over 14 training steps before updat-
ing the model weights, resulting in an effective



Section Manually Annotated Testing
Dataset Queries

Synthetic Dataset Queries

Sec. 38 (Losses from Wash
Sales of Stock or Securities)

Are losses from wash sales of
stocks or securities deductible
to gross income?

What is the specific condition that pre-
vents a taxpayer from deducting a loss
from the sale of shares of stock or secu-
rities?

Sec. 58 (Returns and Payment
of Taxes Withheld at Source)

Is the payee responsible for
withholding the tax?

What entities, aside from withholding
agents, can receive tax payments on be-
half of the government?

Sec. 109 (Exempt Transactions) Is a bar review center owned and
operated by lawyers subject to
VAT?

What type of educational institutions are
automatically exempt from paying VAT,
as per the law?

Table 3: Sample Queries from the Manually Annotated Testing Dataset and Synthetic Dataset, Tied to Corresponding
Sections of the NIRC.

Statistic Count
Manually Annotated Testing Dataset Entries 1,020
Synthetic Training Dataset Entries 7,310
Total Number of NIRC Sections 311
Total Number of NIRC Subsections (After Split) 826

Table 4: Dataset Statistics

batch size of 42. AdamW (Loshchilov and Hutter,
2017) was used as the optimizer to manage weight
decay and improve generalization. This method
allowed us to strike a balance between computa-
tional resource constraints and the need for larger
batch sizes to stabilize training (Möller et al., 2021).
Given that the longest NIRC section contains al-
most 7,000 words, we opted to train only with the
subsectioned NIRC rather than experimenting with
whole NIRC sections, as processing the entire sec-
tions would have exceeded the available memory
capacity. This approach was consistently applied
to the fine-tuning process across all three models:
Jina Embeddings 2, Nomic Embed, and GTE.

The fine-tuning process involved standard train-
ing on the synthetic dataset, with the models learn-
ing to map queries to their corresponding NIRC
subsections. The models were optimized using
backpropagation, and during training, the embed-
dings were continuously adjusted to reduce the
distance between the query embeddings and the
target subsection embeddings. This stage aimed to
increase retrieval accuracy by improving the mod-
els’ understanding of the specific legal terminology
and context of the NIRC. The hyperparameters are
summarized in 2

2.2.3 Synthetic Query-Assisted Section
Retrieval

To further investigate model performance, synthetic
query-assisted section retrieval was tested. This

mechanism was designed to determine whether a
query in the test dataset had a strong similarity
with a question in the synthetic dataset. If the sim-
ilarity score between a test query and a synthetic
question exceeded a certain threshold, the corre-
sponding NIRC subsection from the synthetic data
was ranked higher in the retrieval results, regard-
less of the cosine similarity score with the original
section embeddings.

This system was introduced to explore whether
the synthetic data could improve retrieval accuracy
by providing an additional signal in cases where
test queries closely resembled the synthetically gen-
erated questions. The mechanism’s effectiveness
was evaluated by tuning the threshold and observ-
ing its impact on retrieval metrics.

2.2.4 Evaluation Metrics and
Hyperparameter Tuning

The primary evaluation metrics for the experiments
were Mean Reciprocal Rank (MRR) and Top-1
retrieval accuracy. These metrics were used to
quantify how well the models ranked the correct
NIRC subsections relative to the bar exam reviewer
queries. MRR was particularly important for mea-
suring the rank position of the first correct answer,
while Top-1 retrieval accuracy reflected how often
the top-ranked subsection was the correct match.

Hyperparameter tuning was focused on two key
areas: the learning rate and the threshold for syn-
thetic data matching. Slower learning rates were
selected, and the models were trained for only one
epoch to preserve their pre-existing language capa-
bilities from pre-training. The learning rates were
tuned by sweeping through a range of values (1e-7
to 9e-7 in 1e-7 increments and 1e-6 to 9e-6 in 1e-7
increments) to identify the optimal setting for each
model. This careful tuning process helped to re-



Model Configuration Top-1 Accuracy MRR

Word2Vec
Baseline 0.34 0.46
Split Sections 0.39 0.52
Trained From Scratch 0.38 0.50

SBERT
Baseline 0.42 0.52
Split Sections 0.54 0.64
Fine-tuned 0.54 0.64

Jina Embeddings 2

Baseline 0.55 0.66
Split Sections 0.62 0.73
Fine-tuned 0.64 0.74
Synthetic Query-Assisted (0.90) 0.63 0.73
Synthetic Query-Assisted (0.95) 0.64 0.74

Nomic Embed

Baseline 0.51 0.60
Split Sections 0.64 0.74
Fine-tuned 0.66 0.75
Synthetic Query-Assisted (0.90) 0.64 0.74
Synthetic Query-Assisted (0.95) 0.66 0.75

GTE

Baseline 0.57 0.68
Split Sections 0.66 0.75
Fine-tuned 0.66 0.76
Synthetic Query-Assisted (0.90) 0.66 0.76
Synthetic Query-Assisted (0.95) 0.66 0.76

Table 5: Top-1 Accuracy and Mean Reciprocal Rank (MRR) for Each Model under Different Configurations

fine the models while preserving their pre-trained
language understanding, ultimately improving per-
formance without erasing their prior knowledge.
The synthetic data matching threshold was simi-
larly tuned by testing various possible thresholds
to determine the point at which retrieval accuracy
and MRR were maximized. This iterative tuning
process was critical for refining the models and
achieving optimal performance.

3 Results and Discussion

In this section, we present the outcomes of the ex-
periments conducted to evaluate the performance
of various embedding models in retrieving relevant
sections of the NIRC. The results are discussed
in the context of both pre-trained and fine-tuned
models, with considerations given to the effects of
section splitting and the introduction of synthetic
data. The experiments aim to measure the retrieval
accuracy and ranking effectiveness using two pri-
mary metrics: Mean Reciprocal Rank (MRR) and
Top-1 retrieval accuracy.

The following subsections provide a detailed
breakdown of the datasets used, the baseline eval-
uation of the models, the impact of section split-
ting, and the performance of the models under fine-
tuning and synthetic query-assisted retrieval frame-
works.

3.1 Datasets

The study utilized two primary datasets: a manually
annotated testing dataset and a synthetic training

dataset. The manually annotated dataset comprised
1,020 entries, featuring a variety of legal queries
linked to specific sections of the NIRC. This dataset
served as the foundation for evaluating the models’
retrieval capabilities.

The synthetic training dataset, generated using
Llama 3.1, included 7,310 entries designed to simu-
late diverse legal queries. This dataset covered 826
subsections of the NIRC, derived from splitting the
original 311 sections. The section splitting enabled
a more granular retrieval process, enhancing the
models’ ability to match queries with precise legal
content.

3.2 Baseline Evaluation

The baseline evaluation assessed the pre-trained
models’ ability to retrieve relevant sections from
the NIRC without any fine-tuning or section split-
ting. This provided an initial measure of their per-
formance on legal queries, as summarized in Table
5.

Word2Vec and SBERT were included as initial
baselines. Word2Vec achieved a Top-1 accuracy
of 0.34 and an MRR of 0.46, indicating limited
effectiveness in capturing semantic relationships
within legal texts. SBERT performed better, with
a Top-1 accuracy of 0.42 and an MRR of 0.52,
demonstrating improved semantic understanding
compared to Word2Vec.

Among the more advanced models, Jina Embed-
dings 2, Nomic Embed, and GTE showed superior
performance. Jina Embeddings 2 achieved a Top-1



Query Baseline Retrieval Fine-tuned Retrieval
What would be an ex-
ception of a taxable
trust?

Revocable trusts. - Where at any time
the power to revest in the grantor title
to any part of the corpus of the trust is
vested (1) in the grantor either alone or
in conjunction with ...

Imposition of Tax. (B) Exception. - The
tax imposed by this Title shall not apply
to employees trust which forms part of
a pension, stock bonus or profit-sharing
plan ...

What is the composition
of gross income?

Period in which Items of Gross Income
Included. - The amount of all items
of gross income shall be included in
the gross income for the taxable year
in which received by ...

Gross Income. (A) General Definition. -
Except when otherwise provided in this
Title, gross income means all income
derived from whatever source, including
(but not limited to) ...

What is a general profes-
sional partnership?

Tax Liability of Members of General
Professional Partnerships. - A general
professional partnership as such shall
not be subject to the income tax imposed
under this Chapter ...

Definitions. - When used in this Title:
(B) General professional partnerships
are partnerships formed by persons for
the sole purpose of exercising their com-
mon profession ...

Table 6: Example Queries and Retrieval Results comparing baseline pre-trained retrieval to results after section
splitting and fine-tuning. Only the first part of the retrieved texts are shown for brevity.

accuracy of 0.55 and an MRR of 0.66, Nomic Em-
bed attained a Top-1 accuracy of 0.51 and an MRR
of 0.60, while GTE led with a Top-1 accuracy of
0.57 and an MRR of 0.68. These results indicate
that the more sophisticated embedding models are
better suited for handling the complexity of legal
queries, providing a robust foundation for further
enhancements through section splitting and fine-
tuning.

Overall, the baseline results demonstrate that
while simpler models like Word2Vec and SBERT
offer a starting point, more advanced embedding
models significantly enhance retrieval accuracy and
ranking performance.

3.3 Section Splitting

Splitting the NIRC sections into smaller subsec-
tions was hypothesized to improve retrieval accu-
racy by allowing the models to pinpoint specific
legal content more effectively. The results con-
firmed this hypothesis, with all models exhibiting
noticeable improvements in performance after sec-
tion splitting (see Table 5).

For example, Jina Embeddings 2 saw an increase
in Top-1 accuracy from 0.55 to 0.62 and an MRR
from 0.66 to 0.73. Nomic Embed improved from a
Top-1 accuracy of 0.51 to 0.64 and an MRR of 0.60
to 0.74. GTE also benefited, with its Top-1 accu-
racy rising from 0.57 to 0.66 and MRR from 0.68
to 0.75. These enhancements suggest that section
splitting enables more precise matching between
legal queries and relevant portions of the NIRC
by reducing ambiguity and allowing the models to
focus on more specific text segments.

Table 6 illustrates examples where section split-
ting, combined with fine-tuning, led to correct re-
trievals where the baseline models failed. Specif-
ically, queries related to the definitions of terms
posed challenges for baseline models, as entire sec-
tions containing multiple definitions were treated
as single embeddings. This often resulted in the
retrieval of general sections rather than specific
subsections containing the relevant definitions. By
splitting sections into smaller, focused subsections,
the models were able to accurately identify the cor-
rect portions of the NIRC, demonstrating the effi-
cacy of the section splitting approach in enhancing
retrieval precision.

3.4 Fine-tuning

Fine-tuning the embedding models using the syn-
thetic dataset generated by Llama 3.1 was explored
to potentially enhance retrieval performance. The
best models were fine-tuned using learning rates of
4e-7 for Jina Embeddings 2 and Nomic Embed, and
1e-7 for GTE. These learning rates were optimized
to achieve the best possible performance without
overfitting the models to the synthetic data. How-
ever, the results showed only marginal improve-
ments or negligible changes in Top-1 accuracy and
MRR (see Table 5).

For instance, Jina Embeddings 2 experienced
a slight increase in Top-1 accuracy from 0.62 to
0.64 and an MRR from 0.73 to 0.74. Nomic Em-
bed showed a minor rise in Top-1 accuracy from
0.64 to 0.66 and an MRR from 0.74 to 0.75. GTE
maintained consistent performance with minimal
changes. These limited gains indicate that fine-



Figure 2: Performance of the models on synthetic data matching at different thresholds showing accuracy, MRR,
and the percentage of entries from the testing dataset greater than each threshold.

tuning with the synthetic data did not significantly
enhance the models’ ability to retrieve relevant sec-
tions from the NIRC.

3.5 Synthetic Data Matching

We also evaluated the models’ ability to match test
queries with synthetic dataset questions based on
similarity alone. The results indicated that syn-
thetic query-assisted retrieval did not provide sig-
nificant improvements over the fine-tuned models
(see Table 5).

At higher similarity thresholds (0.90 and 0.95),
the models achieved the best accuracy and MRR
when matching the testing set queries with the syn-
thetic data queries. However, these thresholds were
met by fewer than 1% of the entries, limiting their
practical utility. Lower thresholds allowed for a
broader range of matches but resulted in decreased
performance metrics, particularly for Jina Embed-
dings 2 and Nomic Embed. Although GTE main-
tained relatively stronger performance across all
thresholds, the gains were not substantial. The
added complexity and computational load of pro-
cessing 7,310 synthetic entries did not translate into
meaningful performance benefits, suggesting that
the synthetic query-assisted approach may not be
advantageous within the current framework.

4 Conclusion

This study evaluated embedding models for legal
information retrieval within the Philippine National
Internal Revenue Code of 1997 (NIRC). We started
by compiling a manually annotated dataset of 1,020
queries from bar exam reviewers. Based on these
annotations, we generated a synthetic dataset of
7,310 entries using Llama 3.1 8B Instruct.

Baseline evaluations were conducted using pre-
trained embedding models—Word2Vec, SBERT,
Jina Embeddings 2, Nomic Embed, and GTE—on
the full NIRC sections. Splitting the NIRC sections
into smaller subsections yielded the most substan-

tial improvements in retrieval accuracy, increasing
Top-1 accuracy by up to 13% and MRR by up to
0.14.

We then fine-tuned the models on the synthetic
data with split NIRC sections, but this resulted in
little to no further enhancements, with improve-
ments less than 2%. Additionally, attempting to
assist retrieval by matching input queries with syn-
thetic queries did not contribute any improvements.

These findings highlight that while section split-
ting significantly enhances retrieval performance,
fine-tuning with synthetic data and synthetic query-
assisted retrieval offer limited benefits in highly
nuanced and specialized domains like Philippine le-
gal text. Future work could explore more advanced
models with greater capacity, such as Llama 3.1
405B, and incorporate larger, more diverse anno-
tated datasets to improve legal information retrieval
systems within the Philippine legal framework.
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