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Abstract
We address the challenge of detecting questionable content in online media, specifically the subcategory of comic
mischief. This type of content combines elements such as violence, adult content, or sarcasm with humor, making it
difficult to detect. Employing a multimodal approach is vital to capture the subtle details inherent in comic mischief
content. To tackle this problem, we propose a novel end-to-end multimodal system for the task of comic mischief
detection. As part of this contribution, we release a novel dataset for the targeted task consisting of three modalities:
video, text (video captions and subtitles), and audio. We also design a HIerarchical Cross-attention model with
CAPtions (HICCAP) to capture the intricate relationships among these modalities. The results show that the
proposed approach makes a significant improvement over robust baselines and state-of-the-art models for comic
mischief detection and its type classification. This emphasizes the potential of our system to empower users, to
make informed decisions about the online content they choose to see. In addition, we conduct experiments on the
UCF101, HMDB51, and XD-Violence datasets, comparing our model against other state-of-the-art approaches
showcasing the outstanding performance of our proposed model in various scenarios.
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1. Introduction

The impact of media on children has long been de-
bated in psychology (Dietz and Strasburger, 1991).
Regardless of the positive impacts of media on
children’s education, multiple studies demonstrate
that violent and aggressive material negatively af-
fects children’s behavior (Wilson, 2008; Chang and
Bushman, 2019). Online media may have detri-
mental effects beyond violence, for example, by
normalizing negative behaviors such as drug and
alcohol abuse or premature engagement in sex-
ual activities in society (Hanewinkel et al., 2014;
Strasburger, 1989).

Automated systems for categorizing online con-
tent based on the presence of questionable ma-
terial have the potential to make a significant dif-
ference in protecting users from distressing and
possibly objectionable content. Identifying content
with intuitive labels offers a more flexible alternative
to the commonly used age-based rating systems,
such as those by the Motion Picture Association
of America. This flexibility accounts for the fact
that people’s tolerance for questionable content
can vary widely, influenced by factors like age, life
experiences, socio-cultural values, and cognitive
skills (Anderson et al., 2003). In this paper, for
the first time, we focus on detecting comic mischief
content in videos, which is a subset of questionable
content. In a comic mischief video, questionable
content (violence, adult content, or sarcastic mate-

rial) is combined with a humorous context, making
it even more disruptive. According to psychologists,
when something such as violence is presented in a
serious context (such as war), it has a less disrup-
tive effect than when it is presented in a pleasant
and humorous context (Blackford et al., 2011).

Automated detection of comic mischief in videos
poses a significant challenge. The difficulty lies
in differentiating between serious content and hu-
mor, particularly when the humor involves subtle
jokes or culturally specific knowledge. People’s per-
ceptions of humor can vary greatly due to cultural
backgrounds and personal preferences, compli-
cating the establishment of universal criteria for
humor detection. Moreover, videos comprise vi-
sual imagery, audio, and text, necessitating a com-
prehensive approach that considers all these ele-
ments (Yang et al., 2023b). In response to these
challenges, our paper introduces a multimodal ap-
proach designed to capture the diverse information
presented among the modalities to better under-
stand and identify comic mischief. We present
HICCAP, an innovative multimodal system specif-
ically developed for detecting comic mischief. It
features a hierarchical cross-attention module that
identifies intermodal relationships, enhancing our
system’s effectiveness. Our approach includes
a binary model for determining the presence of
comic mischief and a multi-task model that cat-
egorizes different types of comic mischief. The
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models analyze three key modalities found in our
dataset: visual content, audio signals, and textual
information from dialogues. The proposed model
is pretrained using a multimodal hybrid pertaining
technique that integrates both matching tasks and
contrastive-learning methods on extensive multi-
modal datasets. Furthermore, our empirical re-
search demonstrates that using a pretrained video
captioning model effectively supplements subtitles
in videos that lack them and boosts the model’s
performance.

Complementing our multimodal system, we in-
troduce a new dataset for comic mischief task,
collected from a mix of freely accessible internet
videos and the Youtube-8M (Abu-El-Haija et al.,
2016) corpus. This collection has been meticu-
lously annotated for comic mischief categories by
twelve annotators. This dataset can be a valuable
resource for the community by giving detailed in-
formation about the comic mischief content across
multiple video modalities (i.e., dialogue, sound, and
video). While it will chiefly benefit those in natural
language processing, computer vision, machine
learning, and signal processing, the dataset also
holds the potential to inspire new inquiries in social
sciences, child psychology, and mass media fields.

The contributions of this paper are as follows:
• Introduces a new video classification task and

provides a novel dataset aiming to motivate
further research on this relevant topic1.

• Proposes a new end-to-end multimodal model
based on a hierarchical cross-attention mod-
ule to effectively capture the relationships be-
tween different modalities.

• Incorporates an automatic captioning tech-
nique to fill up the gaps in video subtitles that
considerably boosts the model’s performance.

2. Multimodal Comic Mischief Dataset

To create technology for labeling comic mischief
in videos, we need access to a repository of con-
sistently labeled video content. This requires col-
lecting a diverse selection of online videos and
using a customized annotation tool to implement
an incremental annotation strategy. In this section,
we introduce the comic mischief dataset we are
releasing with this paper.

In our dataset, each comic mischief label may be
associated with any or all three considered modal-
ities (sound, dialogue, and video). The definition
of each modality is as follows: Dialogue: tran-
scription of spoken dialogue between characters
(subtitle of video); Sound: sound effects and ambi-
ent sounds (e.g., explosions); Video: intensity (the
amount of light or the numerical value of a pixel)

1https://github.com/RiTUAL-UH/Comic-Mischief-
Prediction

information from video frames. We considered four
categories of comic mischief including:

• Gory Humor: refers to a situation with a great
deal of bloodshed and violence juxtaposed
with humorous references.

• Slapstick Humor: is a comedy style charac-
terized by practical jokes, collisions, clumsi-
ness, and embarrassing events (e.g., people
get poked in the eye or pies in the face).

• Mature Humor: strong language, alco-
hol/drug consumption, gambling, and sexual
references in depictions or dialogue with hu-
mor references.

• Sarcasm: employs words to mock or annoy
someone for humorous effect. Sarcasm may
employ ambiguity, but it is not always ironic.

Figure 1 shows sample screenshots of comic mis-
chief categories.

(a) Gory Humor (b) Slapstick

(c) Mature Humor (d) Sarcasm

Figure 1: Comic mischief examples in movies

2.1. Video Collection Process

Our goal is to collect a wide range of English-
language videos with comic mischief material.
For our data collection, we leverage two primary
sources. Firstly, we gather data from YouTube,
ensuring that our methods adhere to YouTube’s
policies. In alignment with these policies, we will
release a JSON file containing relevant YouTube
URLs for the dataset, making it accessible for view-
ing and downloading. YouTube is one of our plat-
forms of choice given its widespread availability
to internet users. We developed an algorithm
that utilizes YouTube’s recommendation system
to discover new videos. The methodology includes:
1) Conducting an initial manual search to identify
seed videos on the desired topic. 2) Generating a
list of videos recommended for each seed video.
Given YouTube’s content-based recommendation
mechanism, some content overlap is anticipated.
These suggested videos then became our new
seed material. 3) Repeating the above process
three times to ensure diversity among videos. To

https://github.com/RiTUAL-UH/Comic-Mischief-Prediction
https://github.com/RiTUAL-UH/Comic-Mischief-Prediction
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maintain consistency in theme, with each iteration,
we selected fewer videos per seed. Our second
resource is the YouTube-8M dataset, which is a
freely available dataset for the research community.
This corpus is a collection of human-verified labels
on about 237K segments on 1000 classes. To
ensure varied video content, our primary focus is
on categories such as talk shows, sketch comedy,
comedy (drama), sitcoms, and stand-up comedies.

To facilitate our research, we divided the videos
into 60-second clips and proceeded to annotate
these clips. In the remainder of this paper, we
use the term clip while referring to the 60-second
segments of a video in our dataset. In total, we
have 4478 clips extracted from 1179 videos. From
the first source, YouTube, we collected 1233 clips
originating from 394 videos. From the YouTube-
8M dataset, our second source, we gathered 3245
clips derived from 785 videos.

2.2. Annotation Process

As a first step, we must enrich the taxonomy of
questionable content and establish guidelines for
annotators. To create a guideline for annotation,
we did the following steps: 1) established criteria
for annotation of questionable content and devel-
oped annotation guidelines; 2) compiled a list of
diverse online videos for use in pilot annotations;
3) to revise the annotation process and compo-
nents, we conducted several workshops with par-
ticipants from the fields of psychology, AI ethics,
computer vision, and natural language process-
ing; 4) finally, we fine-tuned the guidelines in light
of pilot annotation experience and discussion. To
ensure the quality of the annotation process, we
have implemented a three-way web-based anno-
tation interface displaying each clip with its audio
and transcript. This interface facilitates annotations
across various comic mischief categories in three
modalities, with each clip being evaluated by three
annotators. Figure 2 illustrates our web interface.
Twelve annotators participated in the task, includ-

Figure 2: User interface for labeling dataset videos

ing seven graduate and five bachelor students. Of
these, seven were native English speakers, while
the remaining five were fluent in English. Each
label has a binary value, indicating the presence of

comic mischief. Also, each label can be displayed
in any of the clip’s modalities (Dialogue, Sound,
Video). As a result, we have distinct labels for
each modality (e.g., Gory Humor - Dialogue, Gory
Humor - Video) and one clip can belong to more
than one category. A majority vote of all annotators
determines the final value assigned to each label
per modality. To evaluate the annotation’s quality,
we have computed the Inter-Annotator Agreement
(IAA) by calculating Cohen’s Kappa (κ) on each
annotator’s annotation and the majority voting of all
annotations. Based on the computed IAA values,
there is a substantial agreement (κ = 0.70).

2.3. Dataset Statistics
Table 1 provides an overview of the class-level
statistics for the video segments. As the table
shows, some videos do not contain dialogue (e.g.,
silent films). Videos in class 1 (C1) contain at least
one type of comic mischief, while those in class 0
(C0) do not. This table shows that each class has
an equal distribution of video length and content.
The statistics demonstrate that the length of videos
and the average number of words per video are
comparable for both classes, ensuring that they
contain enough content to be meaningful.

Max Min Avg Med
C0 C1 C0 C1 C0 C1 C0 C1

# Words 259 266 0 0 106 118 111 125
V/A Length 64.9 71.9 0.1 9.4 54.7 58.6 60.1 60.5
# Frames 1836 2157 1 108 538 658 460 478

Table 1: Video segments statistics, C0, C1, and
V/A Length stand for class 0, class 1, and video or
audio clip length respectively.

Figure 3 displays the data distribution across
each category for the multi-label dataset. As shown
in this figure, classes are not balanced: the majority
class (Mature Humor) has more than five times the
samples for the minority class (Gory humor).

Figure 3: Distribution of Comic mischief categories.

The introduced dataset is the first one approach-
ing the comic mischief detection task. This dataset
poses a number of challenges including: video
classification with imbalanced classes, the need
for effective use of multimodal information for clas-
sification, understanding subtle humor cues inter-
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twined with potentially harmful content, discerning
the intricate relationships between visual, audio,
and textual modalities in the context of comic mis-
chief, and handling data where audio and text may
sometimes conflict or diverge from visual content.

3. Methodology

In this section, we describe an automated model
for categorizing videos containing comic mischief
material. We approach this problem from two per-
spectives: first, as a binary classification task, and
second, by developing a multi-task model that can
concurrently predict all four subcategories.

Our "HIerarchical Cross attention model with
CAPtions" (HICCAP) is a unified end-to-end model
designed to capture the inherent complexities of
comic mischief prediction and type classification.
We encode each modality (audio, text, and video)
with pretrained models, and then fed the encoded
audio and video vectors into RNNs to account for
the sequential information. Recognizing that one
modality can impact the interpretation or signifi-
cance of others (e.g., the speaker’s tone may alter
the meaning of their words), we introduce a cross-
attention network to capture these intermodality re-
lationships. Figure 4 provides the system overview,
with subsequent sections detailing each module.

3.1. Feature Encoding

To better represent a video, we utilize pretrained
models to extract features from various modalities,
including raw text, audio, and video, ensuring a
comprehensive understanding of the context.

We use the pretrained BERT model (Devlin et al.,
2018) for encoding the input text in our model.
Since some of the videos lack dialogue, they do
not include subtitles. To fill this void, we use a
pre-trained model for video captioning to gener-
ate captions for these videos and use them in the
absence of subtitles. We employ Dense video Cap-
tioning with a Bi-modal Transformer (BMT), for this
purpose (Iashin and Rahtu, 2020). In BMT, the
model locates important events in a video and gen-
erates a unique textual description for each event.

We utilize the pretrained VGGish network (Her-
shey et al., 2017) for audio feature extraction and
the pretrained I3D network (Carreira and Zisser-
man, 2017) for visual modality encoding. For both
audio and video vectors, we process them through
an LSTM to extract sequential information, followed
by a Fully Connected (FC) layer.

3.2. Hierarchical Cross-Attention
In multimedia videos, the content of each modal-
ity may affect the meaning or importance of other
modalities. To capture this intermodality relation,

we utilize the cross-attention mechanism to en-
hance the representation of multiple modalities. In
cross-attention, the query belongs to one modality,
while the key and value vectors belong to the con-
text modality (Zheng et al., 2020; Lu et al., 2019).
To leverage the effectiveness of cross-attention for
multiple modalities we introduce a new hierarchical
cross-attention mechanism.

While the concept of hierarchical cross atten-
tion has been explored in earlier studies (Chen
et al., 2022; Zhang et al., 2022; Yang et al., 2023a),
our proposed Hierarchical Cross Attention tech-
nique, HICCAP, offers unique features and bene-
fits. Notably, the methods presented in (Chen et al.,
2022; Yang et al., 2023a) are restricted to a single
modality, and (Zhang et al., 2022) focuses solely
on image and text. In contrast, HICCAP encom-
passes three modalities: video, audio, and text,
and uniquely aims to encode the significance of
a single modality based on the interactions with
the other modalities. To our knowledge, it is the
first work that considers all these modalities to-
gether. Additionally, HICCAP introduces a distinct
hierarchical cross-attention (HCA) module (Figure
4.b) for every modality and strategically combines
these HCA modules, ensuring that while emphasiz-
ing one modality, the attention from the other two
modalities is also considered.

In our hierarchical cross-attention approach, the
first cross-attention layer calculates the attention
for modality M1 using M2. This output subse-
quently forms the query vector, while modality M3

serves as both key and value vectors for the follow-
ing cross-attention layer. This ensures that M1’s
attention is influenced by both M2 and M3. The
procedure can be formalized as shown in Equa-
tion 1, where K, Q, and V denote key, query, and
value respectively, and dk represents the key vec-
tor’s dimension. In the hierarchical cross-attention
approach, the order in which modalities are pro-
cessed is pivotal. The sequence dictates how in-
formation flows and integrates, influencing the final
representation. Consequently, selecting an appro-
priate ordering for modalities, based on the char-
acteristics of the dataset and task, can impact the
model’s effectiveness and understanding. We did
an empirical experiment to find the best ordering
of modalities in different hierarchical attention mod-
ules.

head1 = softmax(
KT

m2Qm1√
dk

)Vm2

headm1 = softmax(
KT

m3Qhead1√
dk

)Vm3

(1)

In Equation 1, headm1 shows the represen-
tation of modality M1 based on modalities M2

and M3. We repeat this process for calculating
headm2 and headm3 which are the representations
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Figure 4: a) The general architecture of HICCAP consists of four components: 1) Feature-Encoding, 2)
Hierarchical-Cross-Attention mechanisms, 3) Pretraining, and 4) Binary and Multi-Task Prediction and b)
the structure of Hierarchical Cross Attention (HCA) Module.

of M2 and M3, respectively. Then, we pass each
representation separately through the attention
layer (Bahdanau et al., 2014). This layer com-
putes the weighted sum r as

∑
i αihead

mj
i where

j ∈ {1, 2, 3} to aggregate hidden layers of the
cross-attention layer to a single vector. The model
can learn the relative importance of hidden states
(headmj

i ) by learning the αi. We compute αi as:
αi = softmax(vT tanh(Whhead

mj
i + bh)) where Wh

is the weight matrix, and v and bh are the parame-
ters of the network.

3.3. Pretraining Approach

We leverage the Video-Text Matching (VTM) pre-
training task and also adopt analogous approaches
for Video-Audio Matching (VAM) and Audio-Text
Matching (ATM) to enhance the model’s perfor-
mance. Alongside this, we integrate contrastive
learning during pretraining to enhance multimodal
representation learning. Combining VTM, VAM,
and ATM tasks with contrastive learning estab-
lishes a robust pretraining framework, aligning var-
ious modalities in a unified representation space.
This joint pretraining approach enables the model
to capture intricate relationships between video, au-
dio, and text which leads to improved performance
on downstream tasks. Following pretraining, we
fine-tune the pretrained model for comic mischief
detection and subtype classification. More details
about pretraining approaches have been provided
in Appendix (9.1).

3.4. Multi-task learning

It is well known that multi-task learning can improve
performance when there is shared information be-
tween tasks, as seen in similar studies (Zhang
et al., 2021, 2023b). Although in our problem we
only have a single task, the considered categories

may be correlated as all tasks care about the comic
aspect accompanied by a kind of objectionable con-
tent. Therefore we adopted a multi-task learning
setting for training the model in the multi-label clas-
sification scenario. We added separate MLP blocks
for each class as can be seen in Figure 4, part 4. In
multi-task learning, each task will have its unique
loss function, denoted by Li. We weight each loss
function and minimize a linear combination of these
weighted losses; weights are learnable parameters
that will be tuned during training Ltotal =

∑
i wiLi.

4. Experimental evaluation

4.1. Experimental Setup

We utilize a subset (50K) of the HowTo100M
(Miech et al., 2019) dataset for matching (VTM,
VAM, and IAM) pretraining tasks and Kinetics-
400 (Kay et al., 2017) for contrastive learning pur-
poses in compliance with their policies.
Data Partitions: We divided the dataset into three
parts: 65% for training, 10% for validation, and 25%
for testing. Table 2 shows the data distribution of
the dataset for each partition.

MH SH GH S None # Clips
Train 784 430 152 578 1297 2890
Validation 99 93 29 94 169 432
Test 222 116 40 158 267 1156

Table 2: Dataset partitions. Columns 2-4 indicate
number of samples per category; column 6 shows
the total number of clips per partition. MH, SH, GH,
and S stand for mature humor, slapstick humor,
gory humor, and sarcasm, respectively. Note that
one clip can belong to more than one category.

Metrics: We report F1 score with respect to the
positive class for the binary model and macro F1
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score for multi-task model.

4.2. Ablation and Analysis

In this section, we carry out a comprehensive set of
experiments to assess the performance of our pro-
posed model in comparison to a range of baseline
models, focusing on two tasks: first, the binary clas-
sification of comic mischief presence, and second,
the multi-task prediction of specific comic mischief
subcategories. In our evaluation, we have selected
several baseline systems for comparison. The
baseline categories include 1) unimodal systems ,
2) bi-modal approaches, and 3) models that con-
sider all three modalities but do not employ a hier-
archical cross-attention mechanism.The rationale
behind selecting these baselines is to demonstrate
the importance of both multi-modal integration and
the hierarchical cross-attention mechanism for ac-
curately predicting comic mischief content and its
type. Additionally, we conducted experiments to
highlight the significance of pretraining techniques.

Impact of Multimodality: We provide a compar-
ative analysis between the single modality model,
the Bi-modal model, and our HICCAP for binary
and multi-task prediction. In single modality mod-
els, we employ a pretrained BERT with attention
and fully connected (FC) layers for text, and deploy
LSTM integrated with attention and FC layers for
both audio and video modalities. The Bi-modal
models integrate the original cross-attention mech-
anism limited to two modalities. Our results in
Table 3.a indicate that HICCAP significantly im-
proves upon the best-performing monomodal and
Bi-modal cross-attention models by 11.12% and
8.06%, respectively, in terms of F1 score, for the
binary classification task. Also in multi-task ex-
periments, HICCAP outperforms these models by
9.8% and 6.94%, respectively, based on the aver-
age macro F1. The improvements are statistically
significant with a p-value < 0.001 according to the
Mcnemar significance test.

Impact of Hierarchical Cross Attention: To
assess the contribution of the hierarchical cross
attention, we compare HICCAP against multimodal
concatenation models including early and late fu-
sion techniques. The early fusion strategy inte-
grates modalities by concatenating feature vectors,
while the late fusion trains each modality indepen-
dently and combines them at the decision level by
averaging class probabilities. Table 3.b showcases
that HICCAP outperforms both early and late fu-
sion models, by 7.79% and 7.03%, respectively,
based on the F1 score for binary classification.
Besides, in this table for multi-task prediction, HIC-
CAP improves the performance of early and late
fusion models by 7.83% and 7.09%, respectively,
based on macro average F1 scores.

Impact of Adapting Caption Generation: To

illustrate the influence of captioning on videos with-
out subtitles, we incorporated captions into both
the text single modality and hierarchical cross-
attention (HCA) models for binary and multi-task
prediction. The results in Table 3.c reveal improve-
ments for both models, with HICCAP surpassing
the HCA model by 1.36% in terms of F1 score, for
binary classification. Also, the results show ap-
plying the caption generation technique improves
the performance of the HCA model by 0.39% for
multi-task prediction. However, adding captions is
not as effective as in the binary model.

Impact of Pretraining Techniques: To show
the importance of pretraining, we conduct experi-
ments focusing on matching pretraining only, con-
trastive learning (CL) only, and a combination of
both. The data in Table 4 highlights that HICCAP
with hybrid pretraining surpasses both the non-
pretrained variant and those with matching and
CL pretraining, showing gains of 4.18%, 2.72%,
and 1.84%, respectively, base on F1 score, for bi-
nary classification. Furthermore, the findings in
this table demonstrate that for multi-task prediction
employing a hybrid pretraining method leads to a
significant improvement in HICCAP performance,
in terms of average macro F1 score.

Impact of Multi-Task Learning: Table 5 com-
pares the result of the multi-task setting of our
model with the four single-task hierarchical cross-
attention models. All the models are exactly the
same, but we trained them for each task separately.
The multi-task model works better overall based on
the average macro F1. Moreover, to show a hierar-
chical cross-attention mechanism in the single-task
models is a reasonable approach, we compare
the single-task models with the late fusion and in-
termediate GMU fusion models. The hierarchical
cross-attention model outperforms late fusion and
GMU fusion by 10.12% and 22.77%, respectively,
based on macro F1. Also, as shown in this table,
the multi-task approach performs better than the
multi-label by 1.86% in terms of macro F1. Given
the superior performance of the multi-task strategy,
we decided to adopt this approach for the architec-
ture of our proposed HICCAP model. This choice
was motivated by our aim to maximize the effec-
tiveness and efficiency of the model in addressing
the complexities of the underlying tasks.

Model Evaluation: We consider the following
multimodal methods to evaluate the binary model:
LXMERT (Tan and Bansal, 2019): To make this
framework compatible with our work, we pass the
video-encoded vector (I3D features) to the model
rather than object vectors.
X-CLIP(Ni et al., 2022): In order to incorporate X-
CLIP with our structure, we utilized the checkpoint
provided by the authors for zero-shot training. Sub-
sequently, we fine-tuned and assessed the model
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Models Modality BM
F1-Score

MTM
Macro F1

Single
Modal

T(+C) 60.60 60.15
A 60.08 59.9
V 59.93 58.27

Bi
Modal

T(+C)+V 62.79 62.35
A+V 63.66 63.01

T(+C)+A 63.12 62.69

HICCAP T(+C)+
A+V 71.72 69.95

a) Multimodality

Models Modality BM
F1-Score

MTM
Macro F1

Early
Fusion

T(+C)+
A+V 63.93 62.12

Late
Fusion

T(+C)+
A+V 64.69 62.86

HICCAP T(+C)+
A+V 71.72 69.95

b) Hierarchical Cross Attention

Models Modality BM
F1-Score

MTM
Macro F1

Single
Modal

T 59.12 58.85
T(+C) 60.60 60.15

HCA T+A+V 70.36 69.56

HICCAP T(+C)+
A+V 71.72 69.95

c) Adapting caption generation

Table 3: Ablation study on the effect of a) Multimodality, b) Hierarchical Cross Attention, and c) Adapting
caption generation, for comic mischief detection in binary model (BM) (Column 3) and type prediction in
multi-task model (MTM)(Column 4). ‘T’, ‘A’, ‘V’, and ’C’ stand for text, audio, video, and caption.

Models Modality BM
F1-Score

MTM
Macro F1

w/o
Pretrain

T(+C)+
A+V 71.72 69.95

Matching T(+C)+
A+V 72.24 72.48

CL T(+C)+
A+V 73.12 73.30

Hybrid CL
+Matching

T(+C)+
A+V 74.96 74.13

Table 4: Ablation study on the ef-
fect of pretraining techniques for
comic mischief detection and type
classification.

Method F1
MH

F1
GH

F1
SH

F1
S

Macro
F1

Late fusion
per task 67.05 42.08 51.83 69.83 57.69

GMU fusion
per task 49.14 46.73 45.93 38.37 45.04

HICCAP
per task 79.44 73.59 43.80 74.42 67.81

Multi-label
HICCAP 78.64 57.54 77.36 58.83 68.09

Multi-task
HICCAP 76.83 65.73 62.34 74.93 69.95

Table 5: Comparing a) multi-task model
with multi-label and single-task models, b)
HCA per task with late and GMU fusion.

Models Modality F1-score

GMU T(+C)+
A+V 46.90

LXMERT T(+C)+V 64.24
T(+C)+A 63.61

X-Clip T(+C)+V 68.80

HICCAP T(+C)+
A+V 71.72

Pretrain
HICCAP

T(+C)+
A+V 74.96

Table 6: Comparison of
HICCAP with previous
methods for binary comic
mischief detection.

using the comic mischief dataset.
Intermediate fusion with GMU: As with the MM-
trailer model (Shafaei et al., 2021), we train the
model for each modality separately, then save the
final layer before the classification layer, and ulti-
mately use the GMU model to integrate the output
from all modalities.

Table 6 shows the performance of the binary
model for comic mischief detection. The table
shows that the best results were obtained from the
HICCAP with the hybrid pertaining technique. To
fairly evaluate the HICCAP mechanism and com-
pare it to other methods, we also report results
for models without pretraining. The results show
that HICCAP improves the best intermediate GMU
fusion (Shafaei et al., 2021), LXMERT (Tan and
Bansal, 2019), and X-CLIP (Ni et al., 2022) models
by 24.82%, 7.48%, and 2.92%, respectively, based
on F1 score.

4.3. Comparison with State-of-the-Art
We assess the performance of our HICCAP on two
multimodal datasets designed for activity recogni-
tion: UCF-101 (Soomro et al., 2012) and HMDB51
(Kuehne et al., 2011), as well as on the XD-
Violence (Wu et al., 2020) dataset tailored for
anomaly detection. For caption generation on
these datasets, we employ the prompt generation
technique presented in X-Clip (Ni et al., 2022). In
this method, the authors enhanced the original text
encoder, initially trained for language-image tasks,
with a video-specific prompting mechanism. By
utilizing video content features, they aimed to opti-

mize the text prompting process, emphasizing that
proper contextual information boosts recognition.

4.3.1. Result on UCF101 and HMDB51

Table 7 summarizes the performance comparison
between the proposed method and other state-
of-the-art methods on the UCF101 and HMDB51
datasets. In the presented table, our method out-
performs the majority of previously established
techniques in terms of top-1 accuracy. Notably,
there is a single method, VideoMAE V2 (Wang
et al., 2023) that our proposal does not outperform.
However, it’s crucial to highlight that even in this
case, our performance is comparable to this pa-
per. Importantly, our method achieves this with
a more straightforward strategy and a model with
significantly fewer parameters. This underscores
the efficacy and efficiency of our approach, demon-
strating that competitive outcomes can be realized
without the need for complex systems or excessive
model parameters.

4.3.2. Result on XD-Violence

In this section, we applied our method to the XD-
Violence dataset. Due to the lack of access to part
of the provided vector features, we regenerate the
I3D and VGGish features using the provided train-
ing and test videos. Similar to (Wu and Liu, 2021),
we use the frame-level precision-recall curve (PRC)
and corresponding area under the curve (average
precision, AP) and report the results in Table 8. As
shown in this table, our method achieves the new
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Method Modality UCF101 HMDB51
VideoMoCo (Pan et al., 2021) V 78.7 49.2
Vi2CLR (Diba et al., 2021) V 89.1 55.7
CVRL (Qian et al., 2021) V 94.4 70.6
CORPf (Hu et al., 2021) V 93.5 68.0
MIL-NCE (Miech et al., 2020) T+V 91.3 61.0
MMV (Alayrac et al., 2020) T+A+V 92.5 69.6
CPD (Li and Wang, 2020) T+V 92.8 63.8
ELO (Piergiovanni et al., 2020) A+V 93.8 67.4
XDC (Alwassel et al., 2020) A+V 94.2 67.1
GDT (Patrick et al., 2020) A+V 95.2 72.8
VideoMAE V1(Tong et al., 2022) V 96.1 73.3
VideoMAE V2(Wang et al., 2023) V 99.6 88.1
Ours T+A+V 98.87 76.64

Table 7: Comparison with UCF101 and
HMDB51.‘T’, ‘A’, ‘V’, and ’C’ stand for text,
audio, video, and caption.

state-of-the-art performance of 92.17% AP and
gains clear improvements when compared with
previous SOTA methods in terms of AP.

Method Modality AP (%)
AVVD (Wu et al., 2022b) V 78.10
NG-MIL (Park et al., 2023) V 78.51
MGFN (Chen et al., 2023) V 80.11
SR3 (Wu et al., 2022a) V 80.26
CU-Net (Zhang et al., 2023a) A+V 81.43
DMU (Zhou et al., 2023) A+V 81.77
CLIP-TSA (Joo et al., 2023) V 82.19
MACIL-SD (Yu et al., 2022) A+V 83.4
DDl (Pu and Wu, 2022) A+V 83.54
Song et al. (Fan et al., 2023) A+V 84.23
VadCLIP (Wu et al., 2023) V+T 84.51
Ours T+A+V 92.17

Table 8: Comparison with SOTA on XD-Violence.
‘T’, ‘A’, ‘V’, and ’C’ stand for text, audio, video, and
caption.

4.4. Error Analysis

In the analysis of misclassified instances of comic
mischief, approximately 80% belong to a single
category (such as sarcasm exclusively), while the
remainder involved multiple categories. This ob-
servation aligns with the anticipation that videos
with multiple categories tend to be more accurately
identified as instances of comic mischief. Also,
within the "none" category, about 35% of predic-
tions were incorrectly predicted. This could be
due to the presence of mature or violent content
lacking humorous elements, or possibly from the
smaller number of "none" examples, complicating
the model’s ability to discern a clear pattern.

Our investigation into the reliance of the model
on various modalities revealed enlightening in-
sights, particularly with respect to sarcasm—a cate-
gory predominantly inferred from textual dialogues.
An experimental manipulation involved masking
the video and audio components for clips catego-
rized under sarcasm, leading to mispredictions by

our model. This outcome underscores a critical
observation: despite sarcasm’s heavy reliance on
textual cues within dialogues, the integration of
video and audio modalities plays a non-negligible
role in enhancing the model’s predictive perfor-
mance. Extending this line of inquiry to the gory
and slapstick humor categories, which are primar-
ily video-centric, we conducted similar experiments
by masking text and audio modalities to observe
the impact on multimodal prediction capabilities.
The modifications led to a significant degradation
in the model’s performance for these categories.
These mispredictions highlight the indispensable
value of multimodal data fusion in understanding
complex comic mischief categories, thereby em-
phasizing the need for a comprehensive approach
in the processing and interpretation of multimodal
information for accurate content categorization.

5. Related Work

Multimodal Machine Learning (MML). MML (Bal-
trušaitis et al., 2018; Xu et al., 2022) has gained
considerable attention in recent decades as a vi-
tal research area. In recent literature, numerous
models have been proposed to analyze multimodal
information in videos, taking into account the com-
plex interplay between visual, auditory, and textual
data (Seo et al., 2022; Man et al., 2022; Basak
et al., 2022; Sun et al., 2022). In (Akbari et al.,
2021), the authors present a Video-Audio-Text
Transformer (VATT) for learning multimodal repre-
sentations from unlabeled data using convolution-
free transformer architectures. VATLM (Zhu et al.,
2022) combines video, audio, and text modalities
by utilizing a unified transformer tokenizer follow-
ing modality-specific encoders and subsequently
performing masked prediction on the integrated
tokens. Compared with previous work, HICCAP in-
troduces a novel method that combines various Hi-
erarchical multimodal Cross-Attention (HCA) mech-
anisms. Each HCA learns cross-attention between
one modality and the other two, producing unique
representations for each modality, ultimately lead-
ing to improved model performance.

Cross-Modal Pretraining Tasks. Several stud-
ies have focused on pretraining tasks to warm-start
multimodal model parameters, aiming to boost per-
formance in downstream tasks. One popular pre-
training task is Image-Text Matching (ITM) which
aims at grasping the coarse-grained correlation
between images and texts (Huang et al., 2021;
Li et al., 2020; Du et al., 2022). Recent works
like (Li et al., 2021) have employed a multimodal
encoder with cross-attention for the ITM task. Con-
trastive learning (CL) has also seen significant ad-
vancements in representation learning, both in uni-
modal (Chen et al., 2020; Gao et al., 2021; Oord
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et al., 2018) and multimodal contexts (Li et al.,
2022a, 2023; Yuan et al., 2021; Ramesh et al.,
2021; Udandarao et al., 2020; Goel et al., 2022).
Notable implementations, such as CLIP (Radford
et al., 2021), align text-image pairs, while its exten-
sion, X-Clip (Ni et al., 2022), focuses on video
recognition. LAVA (Gurram et al.) delves into
video-audio-text multimodal pretraining. Recent
advancements in multimodal learning have high-
lighted the benefits of hybrid pretraining techniques.
Notably, BLIP(Li et al., 2022a) introduces a com-
bination of image-text matching and image-text
contrastive pretraining. Further, BLIP-2 (Li et al.,
2023) expands the approach by jointly optimizing
three objectives: Image-Text Matching, Image-Text
Contrastive Learning, and Image-Grounded Text
Generation. In this paper, HICCAP employs a multi-
modal video-audio-text CL strategy, combined with
video-audio-text matching pretraining techniques,
aiming for the integrated learning of language, au-
dio, and video representations.

6. Conclusion

We introduced the task of labeling comic mischief
in videos and released a dataset for this purpose.
We also proposed a new model named ”HIerar-
chical Cross attention model with CAPtions” (HIC-
CAP). HICCAP uses hierarchical cross-attention
modules to capture interactions between the three
modalities. We pretrained the HICCAP model with
hybrid modality matching and contrastive learn-
ing before fine-tuning it for binary and multi-task
classifications. The experiments indicate that our
method outperforms both the baseline and other
reference models. Our main conclusions are the
following:

• Detecting comic mischief in videos is a fea-
sible task for multimodal learning. Likewise,
there is still too much room for improvement in
this relevant task, therefore, we foresee it will
be of interest to the community.

• Hierarchical cross-attention (HCA) obtained
better performance than standard cross-
attention. Contrary to most work on multi-
modal learning, HCA is able to capture depen-
dencies across all of the considered modal-
ities, this way of modeling dependencies re-
sulted in better performance when compared
to models that only implemented self and bi-
modal cross-attention.

• Both, multimodal matching pretraining and
contrastive learning pretraining proved to be
useful to warm-start the model, and their com-
bination further boosted the model’s perfor-
mance. We show that the adoption of the
hybrid pretraining process resulted in the best
performance for our HICCAP model.

Future work includes the exploration of hierar-
chical cross-attention in the context of other mul-
timodal learning models. Also, we would like to
develop explainable models for detecting comic
mischief content.
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9. Appendix

The appendix provides detailed explanations
about pretraining approaches (9.1) and pretraining
datasets (9.2) and the experimental setup (9.3) for
both pre-training and fine-tuning processes.

9.1. Pretraining Approaches

In this section, we explain the pretraining ap-
proaches that we considered to warm-start our
multimodal model.

9.1.1. Video-Audio-Text Matching

In our model, we pretrain for the tasks of Video-
Text Matching (VTM), Video-Audio Matching (VAM),
and Audio-Text Matching (ATM). We utilize three
separate Multi-Layer Perceptron (MLP) blocks, for
predicting VTM, ATM, and VAM. For each task, the
corresponding representations of the two modali-
ties are combined and processed through the MLP
block. For instance, to predict ATM, the text and au-
dio representations are concatenated and passed
through the MLP block. A softmax function is em-
ployed to generate an output of either 0 or 1, where
0 signifies a mismatch between the modalities and
1 indicates a match.

In the pretraining process, HICCAP reads a
batch of video/audio/text triplets from the dataset
at each iteration. At this stage, all modalities are
matched together, resulting in a matching label of 1.
However, in order to create mismatch triplets, we
employed a method of randomly generating mis-
matches among the batch samples. This method
takes the batch of video, audio, and text vector
triplets as input. Then for each sample (triplet) of a
batch, it randomly selects one of the three modali-
ties, and with a probability of p replaces it with the
same modality from another sample in the batch.
In case of replacement, the matching label of the
modality and the other modalities would change to
zero. As a result, when the selected modality is
replaced, the label for the matching between that
modality and the other modalities is set to zero. For
example, if the video modality is chosen and then
replaced with another video sample, the labels for
VTM and VAM for the current sample would be 0,
but the label for ATM would remain 1. This process
is repeated for all samples in the batch, resulting
in a new batch of samples with updated labels.
During the training process, this function is called
each time, and its output is used as the input for
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the Video-Text Matching, Video-Audio Matching,
and Audio-Text Matching fully connected layers.
During the pretraining, we compute the loss for
Video-Text Matching (VTM), Video-Audio Matching
(VAM), and Audio-Text Matching (ATM) tasks and
aggregate all losses together to find the final loss.

L = λV TMLV TM + λV AMLV AM + λATMLATM (2)

9.1.2. Multimodal Contrastive Learning

Inspired by (Akbari et al., 2021; Gurram et al.),
we utilize common space projection in conjunc-
tion with contrastive learning to effectively train our
model. Specifically, we leverage the video, audio,
and text representation outputs generated from
the hierarchical-cross-attention part to establish a
semantically common space mapping. We repre-
sent the embedding for modality m as zm. For this
purpose, we define the projection function gm,m′

to project both zm and zm′ into a multi-modal la-
tent space m and m′. Within these multi-modal
latent spaces, we utilize a contrastive framework
to compare embeddings using a cosine similarity
function. Consequently, for all i, when m′ ̸= m, we
achieve high similarity between gm,m′(zm,i) and
gm,m′(zm′,i), and for all i ̸= j when m′ ̸= m, we
obtain low similarity gm,m′(zm,i) and gm,m′(zm′,j).
We use a linear projection (Three linear layers with
ReLU and batch normalization) for the gm,m′ map-
ping.

Cross-Modal Contrastive Loss: We illustrate
the positive training pairs as various modalities
from the same sample, while negative training pairs
are generated from different modalities of distinct
samples within a batch. Subsequently, a minibatch
containing N video samples resulted in N posi-
tive pairs and N2 − N negative pairs. Utilizing
Noise Contrastive Estimation (NCE) (Gutmann and
Hyvärinen, 2010) as our contrastive loss, we aim to
enhance the similarity between positive pairs and
increase the dissimilarity between negative pairs in
the associated joint embedding space. The NCE
loss is expressed as follows (omitting the projection
functions for simplicity):

NCE(zm, z′m) = − log(
ΣN

i=0 exp(z
T
m,izm′,i/τ)

ΣN
i=0 exp(z

T
m,izm′,i/τ) + ΣN

i=0Σ
N
j ̸=i exp(z

T
m,izm′,j/τ)

)
(3)

In accordance with (Chen et al., 2021a), we ap-
ply NCE to audio-video, audio-text, and video-text
pairs:

LAV (za, zv) = NCE(gav(za), gav(zv)) (4)

LAT (za, zt) = NCE(gat(za), gat(zt)) (5)

LV T (zv, zt) = NCE(gvt(zv), gvt(zt)) (6)

By aggregating all losses, we establish the com-
plete loss for this phase of pretraining:

L = λA,V LAV + λA,TLAT + λV,TLV T (7)

where λm,m′ corresponds to the weight for the
modality pair m and m′ that is a learnable parame-
ter and will be tuned during training.

9.2. Pretraining Datasets

We pretrain our model on various datasets con-
taining video clips with corresponding audio clips
and descriptions. To increase the versatility of our
model, we use a diverse set of domains, such
as human actions, movies, and personal collec-
tions. For this purpose, we use Kinetics-400
dataset (Kay et al., 2017) and part of HowTo100M
dataset (Miech et al., 2019), each with a different
distribution of video, audio, and description.

Kinetics-400 Dataset (Kay et al., 2017) in-
cludes 400 diverse human action classes, each
featuring at least 400 video clips. These clips,
which have a duration of around 10 seconds, are
extracted from individual YouTube videos. The vari-
ety of action categories spans from human-object
interactions, such as playing musical instruments,
to human-human interactions like shaking hands.

HowTo100M Dataset (Miech et al., 2019) is a
huge collection of YouTube videos focused on in-
structional videos where content producers teach
complicated activities with the specific goal of
demonstrating the visual information displayed on
the screen. It has 136M video clips with captions
which include 23K activities from various domains
extracted from 1.2M YouTube videos. Each video
has a narration accessible as automatically down-
loaded subtitles from YouTube.

9.3. Experimental Setup

In this study, we employed the AdamW optimizer
with a weight decay of 0.02, betas set at the default
values of (0.9,0.999), and eps of 1e-8. Addition-
ally, we used Pytorch’s adaptive scheduler, which
adjusts the learning rate by a factor of 0.5 and
maintains a minimum learning rate of 1e-8. Our
experiments were conducted on an A100 GPU with
40GB of memory, allowing for a batch size of 16.
We performed 30 epochs, saving the optimal model
for further use. Utilizing the A100 GPU and a batch
size of 16, each pretraining epoch took approxi-
mately 2960 seconds (2630 seconds for training
and 330 seconds for validation). In the fine-tuning
phase, each epoch required around 250 seconds
(220 seconds for training and 30 seconds for vali-
dation). Our implementation utilized Python 3.11.1,
scikit-learn 1.2, and torchvision 0.14.1, along with
NVIDIA-SMI 515.48.07, Driver Version 515.48.07,
and CUDA Version 11.7.
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