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Abstract
Topic segmentation and outline generation strive to divide a document into coherent topic sections and generate
corresponding subheadings, unveiling the discourse topic structure of a document. Compared with sentence-level
topic structure, the paragraph-level topic structure can quickly grasp and understand the overall context of the
document from a higher level, benefitting many downstream tasks such as summarization, discourse parsing,
and information retrieval. However, the lack of large-scale, high-quality Chinese paragraph-level topic structure
corpora restrained relative research and applications. To fill this gap, we build the Chinese paragraph-level topic
representation, corpus, and benchmark in this paper. Firstly, we propose a hierarchical paragraph-level topic structure
representation with three layers to guide the corpus construction. Then, we employ a two-stage man-machine
collaborative annotation method to construct the largest Chinese Paragraph-level Topic Structure corpus (CPTS),
achieving high quality. We also build several strong baselines, including ChatGPT, to validate the computability of
CPTS on two fundamental tasks (topic segmentation and outline generation) and preliminarily verified its usefulness

for the downstream task (discourse parsing).
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1. Introduction

A well-written document usually consists of sev-
eral semantically coherent text segments, each of
which revolves around a specific topic. Such topic
structure can be discovered by topic segmenta-
tion and outline generation, which gives an overall
grasp of the document. Topic segmentation aims
to detect the segments (i.e., sentence or paragraph
groups) in documents, and the subsequent task
outline generation is to generate the corresponding
subheading of each segment. Figure 1 shows an
example of two tasks at the paragraph level where
the basic units are paragraphs.

Compared with sentence-level topic structure,
the paragraph-level topic structure pays more at-
tention to the document’s higher-level topic struc-
ture between paragraphs, which can benefit quickly
grasping and understanding the overall context of
the document. It not only benefits traditional down-
stream NLP tasks, such as document summariza-
tion (Xiao and Carenini, 2019) and discourse pars-
ing (Jiang et al., 2021; Huber et al., 2022a), but also
play an important role in Large Language Model
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(LLM) era. For example, during Retrieval Augment
Generation (RAG) for large language models, ob-
taining the required information from long docu-
ments is necessary. The paragraph-level topic
structure of a document can help quickly locate
the approximate location of the desired content in
long documents, reducing search space.

Thanks to the development of topic structure
theory (Van Dijk and Kintsch, 1983; Chafe, 1994;
Watson Todd, 2003; Stede, 2011) in English,
more and more work in English has focused on
topic segmentation on realistic datasets since the
first attempt on synthetic datasets (Choi, 2000).
They are not only limited to high-quality man-
ually annotated datasets (Eisenstein and Barzi-
lay, 2008; Chen et al., 2009) but also large-scale
datasets (Koshorek et al., 2018; Arnold et al., 2019)
automatically constructed from structured source
data such as WIKI. The annotation content of topic
structure has gradually enriched, from only topic
boundaries to using words or phrases to annotate
the topics of each text segment (Liu et al., 2022).

However, there are fewer studies on Chinese
topic structure compared to English. Most previous
work focused on sentence-level topic segmentation
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Figure 1: A document consisting of 14 basic units
(paragraphs) is divided into five sections (different
colors) according to the topic, and each of them
has a subheading as its topic.

in dialogues (Xu et al., 2021; Zhang et al., 2023)
or WIKI text (Xing et al., 2020) following English
works. Inthe paragraph-level topic structure, Wang
et al. (2016) annotated 2951 web documents with
paragraph-level topic structures, but the corpus is
unfortunately inaccessible, and specific annotation
details are not disclosed.

Therefore, it is necessary to construct a large-
scale and high-quality paragraph-level topic struc-
ture corpus to serve the Chinese research com-
munity. Considering the success of English and
the current shortage of resources in Chinese, there
are two challenges in filling the gap in Chinese
paragraph-level topic structure research.

The first challenge is how to represent paragraph-
level topic structures more richly. Most paragraph-
level corpora (e.g., Cites and Elements cor-
pora (Chen et al., 2009)) following sentence-level
topic structure representation use keywords or
phrases as topic contents (Koshorek et al., 2018;
Arnold et al., 2019). Since basic units (paragraphs)
are longer than the sentence level, using key-
words or phrases cannot express richer topic in-
formation they contain (Todd, 2016). It led subse-
quent studies to focus more on topic segmenta-
tion (Choi, 2000; Riedl and Biemann, 2012; Bad-
jatiya et al., 2018; Glavas and Somasundaran,
2020) and ignore outline generation. While some
studies (Zhang et al., 2019; Barrow et al., 2020; Lo
et al., 2021) have attempted to generate outlines,
they only classify topics into limited types instead
of generating real subheadings.

Another challenge is how to build a paragraph-
level topic structure corpus that is both large-scale
and high-quality. On the one hand, the existing
high-quality manual corpora (Chen et al., 2009;
Wang et al., 2016) are relatively small since the
annotation requires assigning the topic attribution
of paragraphs instead of sentences, which is labo-

rious and time-consuming (Seale and Silverman,
1997; Todd, 2011). Besides, the manual annota-
tion for topic content may be subjective and differ-
ent from the author’s intention due to topic am-
biguity. On the other hand, although the auto-
matic extraction method can build large-scale cor-
pora (Koshorek et al., 2018; Arnold et al., 2019), it
only ensures the correctness of the topic structure
and content in terms of form, but not in terms of
semantics that is crucial for outline generation.

To address the above issues, we first propose a
hierarchical paragraph-level topic structure repre-
sentation for modeling the topic structure of docu-
ments more comprehensively inspired by English
topic theories. It has a three-layered topic struc-
ture, not only including paragraph and topic bound-
aries but also subheadings and the title. Especially,
it takes the real subheading (clause or sentence)
rather than keywords or phrases to represent topic
content, ensuring the richness of the topic informa-
tion longer basic units contain.

Then, we propose a two-stage man-machine
collaborative annotation method to construct the
Chinese Paragraph-level Topic Structure corpus
(CPTS) with about 14393 documents with high
quality based on our representation. Specifically,
in the first stage, we first use a heuristics auto-
matic extraction method for the topic boundary and
content (subheading) from more common unstruc-
tured new documents, keeping the subject of the
topic and the large scale of the corpus. In the
second stage, to ensure the high quality of the
corpus, we ask the human verifiers to verify the
extracted topic structure instead of manually anno-
tating them, which can greatly reduce the workload.
Using this two-stage construction process of first
extracting and then verifying, we build the largest
Chinese paragraph-level topic structure corpus with
a high quality (94.79% Inter-Annotator Agreement
and 0.849 Kappa value).

Finally, to verify the computability of the CPTS,
we construct several strong baselines, including
ChatGPT, on two basic tasks: topic segmentation
and outline generation. Also, preliminary experi-
ments in the downstream task discourse parsing
have verified the usefulness of its topic structure.

2. Related Work

2.1. Topic Structure Theory

Unlike the intra-sentence topic structure, which
is often a keyword, we focus on the discourse
topic structure above sentences and paragraphs.
Van Dijk and Kintsch (1983) considered discourse

'We release the corpus and baselines at https://
github.com/fjiangAI/CPTS.
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topics as a series of super propositions consist-
ing of sentence propositions. Chafe (1994) stated
that a discourse topic is a collection of relevant
events, states, and references that agree in some
form with the speaker’s semi-active consciousness.
Watson Todd (2003) argued that discourse topics
are clusters of similar or related concepts to create
connectivity and relevance.

Although different discourse topic theories have
different views on the form of topics, researchers
have roughly the same definition of discourse topic
boundaries. (Stede, 2011) pointed out that a docu-
ment would consist of several topics, each contain-
ing one or more basic units describing the same
topic. The length of a topic will vary depending
on the length of the document or the purpose of
the research (Moens and De Busser, 2001; Ponte
and Croft, 1997). At the paragraph level, (Hearst,
1997) regarded the paragraph boundaries as the
potential topic boundary.

2.2. Topic Structure Corpus

There are many corpora at the sentence level, in-
cluding constructed by synthetic (Choi, 2000), man-
ually annotated (Eisenstein and Barzilay, 2008),
and automatic extracted (Koshorek et al., 2018;
Arnold et al., 2019) method. In Chinese, following
the schema in English, the Wiki section zh (Xing
et al., 2020) is a sentence-level topic structure cor-
pus containing 10K documents randomly selected
from the Chinese Wikipedia. XZZ (Xu et al., 2021)
is manually annotated 505 recorded conversations,
but it only annotated sentence-level topic bound-
aries and did not annotate topic contents. The sub-
sequent MUG (Zhang et al., 2023) supplemented
it by annotating 654 conversations with sentence-
level topic boundaries as well as the topic content.

However, due to the large basic units (para-
graphs), the paragraph-level topic annotation is
laborious and time-consuming (Seale and Silver-
man, 1997; Todd, 2011). The manually annotated
corpora are relatively small, such as Cities and
Elements (Chen et al., 2009), which only have
about 100 documents. Therefore, recent research
has shifted towards automatic extraction (Liu et al.,
2022). There is relatively little research in Chinese,
and the manually annotated WLX (Wang et al.,
2016) is a paragraph-level topic structure corpus
containing 2951 documents, but unfortunately, their
dataset is not publicly accessible.

2.3. Topic Segmentation and Outline
Generation Method

In English, early work mainly used unsupervised
methods (Hearst, 1997; Choi, 2000; Riedl and Bie-
mann, 2012; Glavas et al., 2016) for topic segmen-
tation. Owing to having constructed the large-scale
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topic structure corpora, supervised methods have
gradually become mainstream, such as the se-
quential labeling models (Badjatiya et al., 2018;
Koshorek et al., 2018; Glavas and Somasundaran,
2020; Lukasik et al., 2020), and the pointer net-
works (Li et al., 2018). Only a few studies focused
on the Chinese topic segmentation task by follow-
ing English methods using the sequential labeling
models (Wang et al., 2016; Xing et al., 2020) or
local classification model (Jiang et al., 2021) to
predict the topic boundary.

Most of the previous corpora in English annotated
topic contents as keywords or phrases, which are
very short. It caused the outline generation works
to be easily formulated as a classification problem
in a joint learning framework with topic segmenta-
tion (Zhang et al., 2019; Barrow et al., 2020; Lo
et al., 2021). There are few research in Chinese
due to a lack of suitable corpora. MUG (Zhang
et al., 2023) views topic segmentation and outline
generation as two separate tasks for benchmarks.

3. Chinese Paragraph-level Topic
Structure Representation

A proper topic structure representation is a pre-
requisite and necessary condition for guiding the
construction of a topic corpus. It determines the
form and content of corpus annotation. Most of
the existing corpora only annotate basic units and
topics they subordinate following Goutsos (1997)’s
theory. Recent work has gradually enriched anno-
tations, such as using keywords and phrases to
annotate topic content. However, at the paragraph
level, as the granularity becomes larger, richer an-
notations are needed to comprehensively express
the high-level structure of the document, such as
subheadings and titles.

Supertopics

Figure 2: The Chinese paragraph-level topic struc-
ture representation, which contains m paragraphs
and n subheadings. We assume a paragraph only
has one topic, and a topic contains one or more
paragraphs. S represents a sentence.

Recognizing this, we propose a three-layer hier-
archical representation of the Chinese paragraph-
level topic structure for guiding corpus construction
according to discourse topic theories (Bruning et al.,
1999; Van Dijk, 2014): supertopics, subtopics, and
basic level topics, as illustrated in Figure 2. It
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not only includes paragraph boundaries and topic
boundaries but also includes topic content and the
higher-level title of a document. In particular, we
regard the subheading and title as a clause or sen-
tence instead of keywords to represent richer infor-
mation on the paragraph level.

Specifically, we take the document’s title as a
supertopic, subheadings as subtopics, and para-
graphs as basic-level topics, which implies a single
paragraph will belong to one topic, and consecutive
paragraphs describing the same topic fall under
the same subheading. All subheadings, in turn,
are subordinate to the title as subtopics. This hier-
archical topic structure can capture relationships
not only between paragraphs and subheadings but
also between subheadings and the title.

In addition, we use subheadings (clauses or
sentences) instead of noun phrases to represent
subtopics of longer basic units (paragraphs), over-
coming the limitation of keywords or phrases as
subtopics that limit the amount of information con-
veyed by the topic at the paragraph level (the
subtopic only has 4.7 tokens in latest work (Liu
et al., 2022)). By integrating the semantic richness
of subheadings, we can better capture the nuances
of the document’s content and structure.

4. Chinese Paragraph-level Topic
Structure Corpus Construction

4.1. Data Source

Although our proposed representation model can
be applied to various genres of documents, we
still want to construct the corresponding corpus
from more general text to assist downstream tasks
better. Therefore, we select the news documents
issued by Xinhua News Agency from Chinese Giga-
word Fourth Edition (Robert Parker, David Graff, Ke
Chen, Junbo Kong, Kazuaki Maeda, 2009) (Giga-
word corpus) as the data source for generalization.
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It contains 1373448 news documents of four types
(i.e., advis, multi, other and story) from January
1991 to December 2008. We chose story news
as candidate documents because they account for
most of them (1314198/1373448) and are more
standardized than the other three types of news,
which is conducive to building a more generalized
topic structure.

4.2. Man-machine Collaborative
Annotation

Manually constructing topic structure corpora is
time-consuming and limited in scale due to topic
ambiguities (Seale and Silverman, 1997; Todd,
2011), while large-scale corpora constructed by
automatic extraction without manual verification do
not guarantee the correctness of topic boundaries
and content in semantics that are essential for finer
tasks such as outline generation. Thus, inspired by
previous work on automatic (Koshorek et al., 2018)
and manual construction (Eisenstein and Barzilay,
2008), we design a two-stage man-machine collab-
orative annotation strategy involving both automatic
extraction and manual verification to build a large-
scale and high-quality corpus.

The details of our two-stage man-machine collab-
orative annotation process are shown in Figure 3.
In the first stage, we take several steps to auto-
matically extract candidate documents with topic
structures, ensuring the correctness of topic bound-
aries and contents in terms of form. In the second
stage, each document is double-checked for inter-
nal and external errors by two human validators
to ensure the correctness of topic boundaries and
contents in terms of semantics.

4.2.1. Automatic Extraction

Following previous work (Koshorek et al., 2018),
we automatically extracted the topic structure of



the document in the first stage. Different from eas-
ily extracting topic structure from structured text
in WIKI, news text is harder because it is typically
composed of unstructured paragraphs with natural
texts. Therefore, we designed a heuristic automatic
extraction method to extract topic structures from
raw documents automatically. Firstly, we extract
the first paragraph that only includes one sentence
and without ending punctuation as the title of a doc-
ument. Then, we traverse the following paragraphs
in the documents. If a paragraph has only one
sentence and has a special token "(subheading)",
we regard it as a subheading. Otherwise, it will
be added to the paragraph list. After traversing all
paragraphs, we formalize the topic structure repre-
sentation based on the position of the paragraphs
and subheadings and drop the document that does
not contain any subheadings. This automatic ex-
traction method can quickly extract topic structures
from a large number of documents, but due to its
simple heuristic rules, the accuracy cannot be guar-
anteed. Therefore, we take the second stage of
manual verification to make it up.

4.2.2. Manual Verification

Hearst (1997) pointed out that most documents do
not contain explicit subheadings that indicate the
topic structure. Therefore, after the first stage, we
obtain 14393 (about 1% of raw documents) rough
documents containing subheadings extracted auto-
matically since few documents explicitly have two
or more subheadings with special tokens in the Gi-
gaword corpus. To ensure the correctness of topic
boundaries and content in terms of semantics, we
ask verifiers to verify the topic structure of each
rough document. Our verification team consists
of one Ph.D. student, six master’s students, and
one senior undergraduate student, all of whom are
engaged in natural language processing. They are
divided into four groups, and each document will be
verified by one group (two verifiers) to ensure the
objectivity and accuracy of verification. It is worth
mentioning that since the sub-topics are automati-
cally extracted in the first stage, the verifier simply
needs to check the correctness of paragraphs, sub-
headings, and title rather than label boundaries and
write topic contents, which significantly reduces the
annotation effort.

As shown in Figure 3, manual verification mainly
verifies the correctness of automatic extraction
from a semantic perspective at this stage and also
quickly re-verifies the form correctness of topic
boundaries that have been automatically extracted.
For semantic issues, they are mainly checked from
both internal and external errors. Internal errors
refer to errors that verifiers can correct through the
document itself, including repeated subheadings,
title-paragraph adhesions, etc. For external errors
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such as incorrect encoded text or incomplete con-
tent in some subheadings or paragraphs that can-
not be fixed from the document itself, verifiers use
the help of search engines to retrieve the source
news and make corresponding modifications.

During the second verification stage, two veri-
fiers in each group verify the documents separately.
When two verifiers have a conflict in their anno-
tations, they discuss resolving. Finally, 36% of
documents containing errors are revised by our ver-
ifiers. Thanks to the automatic extraction of most
of the correct topic structures in the first stage, the
average Inter-Annotator Agreement (IAA) between
two verifiers of the same group is 94.79%, and the
Kappa value (Cohen, 1960) between them is 0.849.
It demonstrates that our two-stage man-machine
collaborative annotation method only requires the
verifier to validate the topic structure rather than
directly generate it, significantly reducing the work-
load while maintaining high quality.

Item Max Min Avg.
# words/document 5791 180 1727.96
# paragraphs/document 40 2 14.76
# words/subheading 147 1 12.33
# paragraphs/subheading 33 1 3.70
# subheadings/document 20 2 4.00

Table 1: The statistical details of CPTS.

5. Statistics and Analysis on CPTS

5.1. Details of CPTS corpus

The details of CPTS are shown in Table 1, the
range and average figures for various aspects like
the number of words per document (ranging from
180 to 5791, with an average of 1727.96), para-
graphs per document (ranging from 2 to 40, aver-
aging at 14.76), words per subheading (averaging
at 3.70) and subheadings per document (ranging
from 2 to 20, with an average of 4.00). Further-
more, Figure 4 depicts the main distributions of
the length of subheadings, topics per document,
and paragraphs per topic. Figure 4a shows that
about 90% subheadings have more than seven
words, and only a few subheadings have less than
four words. It shows that subheadings in CPTS
are usually clauses or sentences rather than words
or phrases (Arnold et al., 2019), which could fully
express the information of a paragraph-level topic.
Figure 4b shows that about 60% of the documents
have four topics, demonstrating the topic granu-
larity will change with the document length (Todd,
2016). We also notice that over 70% of topics con-
tain less than four paragraphs in Figure 4c. They
indicate the usefulness of the paragraph-level topic:
A document can be divided into two more simple
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structures through paragraph-level topics (the dis-
course structure among paragraph-level topics and
that in one topic).

5.2. Compared with Other Chinese Topic
Structure Corpora

The comparison of CPTS and the other Chinese
topic structure corpora (Wiki., (Xing et al., 2020),
XZZ (Xu et al., 2021), MUG (Zhang et al., 2023)
and WLX (Wang et al., 2016)) are shown in Table 2.
Firstly, thanks to our two-stage human-machine col-
laborative annotation method, we have constructed
the largest high-quality Chinese topic structure cor-
pus. It is about four times larger than the existing
largest paragraph-level one (WLX), and even larger
than the largest sentence-level corpus (Wiki.,;) by
automatic extraction. At the same time, incorporat-
ing manual verification after automatic extraction
makes our corpus maintain the same high quality
as the manually annotated corpus (94.79% IAA and
0.849 Kappa value).

Secondly, compared with other written cor-
pus, CPTS annotated more comprehensive topic
structures based on our Chinese paragraph-level
topic structure representation, including Paragraph
Boundaries (PB), Topic Boundaries (TB), subhead-
ings, and titles, which benefit more tasks like Out-
line Generation (OG) and Title Generation (TG).

Finally, CPTS will be open access to the commu-
nity to fill the gap in the Chinese paragraph-level
topic segmentation resources. It complements the
sentence-level dialogue topic structure corpus mu-
tually and fully supports the relevant tasks, includ-
ing paragraph-level topic segmentation and outline
generation, and even speeds up the retrieval of
needed information from documents in the RAG
process of LLM.

We also noticed the similarities between our
CPTS and MUG, but there are two aspects of differ-
ences. Firstly, the annotated genre and topic level
are different. We focus on paragraph-level topic
structures in written texts, while MUG focuses on
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sentence-level topic structures in spoken dialogues.
Secondly, the source of annotating content is dif-
ferent. In our CPTS, paragraph boundaries, topic
boundaries, subheadings, and the title are man-
ually verified after being automatically extracted
from the original document, which is closer to the
author’s intention. However, in the MUG, annota-
tors manually write these from the reader aspect.

6. Experiments on Corpus Evaluation

To verify the computability of our annotated CPTS,
we select several strong baselines to experiment
on two basic tasks (i.e., topic segmentation and
outline generation) of CPST as benchmarks for
further research. Following previous work (Zhang
et al., 2023), we build the baselines on these two
tasks separately to obtain the objective and abso-
lute performance of them. We randomly divided the
dataset into training (90%) and testing sets (10%)
according to the paragraph length distribution of the
document for topic segmentation and outline gen-
eration. Specifically, there are 12953 documents
in the training set and 1440 documents in the test
set.

6.1.
6.1.1.

Topic Segmentation
Task Definition and Baselines

Following Koshorek et al. (2018), we view topic seg-
mentation as a supervised learning task, as shown
in Eq. 1. The input P is a document, represented
as a sequence of n paragraphs (p1, ..., p, ), and the
label Y = (y1, ..., yn_1) is @ segmentation of the doc-
ument, represented by n — 1 binary values, where
y; denotes whether p; ends a segment. Modely is
a topic segmentation model.

(Y1, ey Yn—1) = Modelis(p1, ..., pn) (1)

For the topic segmentation task, we select the
following three representative kinds of models as
baselines. Segbot (Li et al., 2018) and PN-XLNet



Dataset Scale Genre Topic level  Topic Form Annotation Method Annotation content Support Tasks ~ Accessible
XZz 505 Dialogue sentence manual B TS Vv

MUG 654  Dialogue sentence  clause or sentence manual PB, TB, Subheadings, Title TS, OG, TG v

Wiki.j, 10000 Wikipedia sentence phrase automatic B TS x*

WLX 2951 Webdoc paragraph unknown manual Unknown TS X
CPTS(Ours) 14393 Newstext paragraph clause or sentence man-machine collaborative PB, TB, Subheadings, Title TS, OG, TG N

Table 2: The comparison of CPTS and the other Chinese corpora. The asterisk* means that Wiki section
zh (Wiki,;) contains 10000 documents randomly selected from ZhWiki and is not directly available. TB
means Topic Boundary, PB means Paragraph Boundary, TS means Topic Segmentation, OG means

Outline Generation, and TG means Title Generation.

(a variant of Segbot where using XLNet replaces
the GRU encoder) are two pointer network models
that first encode input text by GRU or XLNet and
then use a pointer network to select topic bound-
aries in the input sequence. TM-BERT (Jiang
et al., 2021) is local classification model that identi-
fies the topic boundary by a triple semantic BERT-
based matching mechanism. BERT+Bi-LSTM and
Hier. BERT (Lukasik et al., 2020) are sequential
labeling models, using LSTM and Transformer as
base-architecture, separately. Following the pub-
lished papers, we reproduce them, and the experi-
mental settings of each model in topic segmenta-
tion are shown in Table 3. We also take ChatGPT
as a baseline and adopt the prompt and settings
from the probing ChatGPT in conversation topic
segmentation (Fan et al., 2023).

Model BS LR Epoch PLM
Segbot 20 1E-03 10 Word2Vec
PN-XLNet 20 1E-03 10 XLNet-base
TM-BERT 2 1E-05 10 Bert-base
Bert+Bi-LSTM 2 1E-05 10 Bert-base
Hier. BERT 2 1E-05 10 Bert-base

Table 3: The main hyper-parameters of baselines
on topic segmentation. BS is the batch size, LR is
learning rate and PLM is the pre-trained language
model.

6.1.2. Evaluation and Results

For topic segmentation evaluation, we use the fol-
lowing commonly used metrics?: P, WindowDiff,
Segmentation Similarity and Boundary Similarity.
We also report the macro-F1 of each model for a
comprehensive evaluation.

The experimental results are shown in Table 4.
Although ChatGPT is a powerful LLM, its perfor-
mance in topic segmentation on text still lags far
behind other fine-tuned pre-trained models due
to 0-shot setting. Compared to Segbot without
a pre-trained model, PN-XLNet improves the per-
formance in all metrics. As a local classification
model, TM-BERT outperforms PN-XLNet by 2.92
in F1 value, however, it performs worse in the pop-
ular topic segmentation evaluation matrix (Pk, WD,

2https://github.com/cfournie/segmentation.evaluation
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Model Pyl WD|] ST BT Fi71

ChatGPT (0-shot) 41.12 63.57 37.45 59.51 5251
Segbot 24.06 25.85 89.73 58.94 75.23
PN-XLNet 22.02 23.34 91.27 65.19 77.70
TM-BERT 22.86 24.44 89.93 58.84 80.62
BERT+Bi-LSTM 19.45 20.89 91.76 65.88 81.62
Hier. BERT 19.76 21.00 91.92 66.54 81.40

Table 4: The performance on topic segmenta-
tion. Different from Segmentation Simlarity (S) and
Boundary Similarity (B), P, and WindowDiff (WD)
are penalty measures.

S, and B). Besides, with the two-layer architecture,
BERT+Bi-LSTM and Hier. BERT achieve the best
performance. Both models outperform other mod-
els in terms of F1 values and other metrics, as
BERT better captures the semantic representation
of paragraphs and hierarchical modeling better cap-
tures global information.

6.2. Outline Generation

6.2.1. Task Definition and Baselines

Unlike the previous work (Barrow et al., 2020) on
outline generation that takes only the first-level
heading (usually a word or a phrase) of the docu-
ment in Wikipedia as its subheading, the subhead-
ing in CPTS is usually a clause or sentence. It is
more challenging to joint learning of topic segmen-
tation and outline generation (Zhang et al., 2019).
Therefore, we align with MUG (Zhang et al., 2023)
and treat outline generation as a separate task
like summary generation instead of text classifica-
tion (Barrow et al., 2020; Lo et al., 2021) to simplify
the problem and achieve a more intuitive perfor-
mance. Given a section s; that contains m con-
secutive paragraphs (p}, .., Pj") in one topic, the
outline generation model (1 odel,,) needs to gener-
ate the subheading h; of them, as shown in Eq. 2.

h] = MOdelog(p;w'wp;n) (2)

We select the following popular text generation
models as our baselines. BART (Lewis et al., 2020)
and T5 (Raffel et al., 2020) are popular encoder-
decoder-based pre-trained models. All of them
have the same settings: Batch-size is 8, LR is



1E-05 and epoch is 10. We also take the Chat-
GPT as a baseline since the strong generation
ability (The corresponding prompt can be seen in
Appendix A.1).

6.2.2. Evaluation and Results

Since outline generation is regarded as a summa-
rization task, we evaluate baseline models using
the evaluation methods commonly used in summa-
rization. Specifically, we use ROUGE (Lin, 2004a)
and BLEU (Papineni et al., 2002) to evaluate the
quality of generated subheadings from the word
overlap, and use BertScore (Zhang et al., 2020) to
evaluate the quality of generated subheadings from
the semantics. Furthermore, we also did a manual
evaluation by ranking their results on 100 randomly
selected samples. The manual evaluation details
can be seen in Appendix A.2.

Model R-1 R-2 R-L BLEU BertScore Rank |
ChatGPT (0-shot) 22.64 12.04 20.58 6.49 61.39 2.49
ChatGPT (3-shot) 22.25 11.87 20.22 6.47 61.45 2.61
BART 25.86 16.20 2450 1255 63.49 3.68
T5 27.14 16.00 25.44 12.04 63.74 3.25
T5 (24) 28.91 17.88 27.06 14.46 64.67 2.98

Table 5: The performance on outline generation.

Table 5 shows the performance of baselines in
outline generation. Compared to the poor perfor-
mance in topic segmentation, ChatGPT’s 0-shot
performance is close to the other popular fine-tuned
models in outline generation due to its strong text
generation ability. However, the 3-shot setting does
not achieve further significant improvement. One
reason may be that three long texts as input affect
the in-context-learning (ICL) capability of ChatGPT.
BART and T5 achieve similar performance with the
same scale (the 6-layer encoder and the 6-layer
decoder). In Table 5, the T5 model outperforms
BART on R-1, R-L, and BertScore by 1.28, 0.94,
and 0.25, respectively, while BART performs better
on R-2 and BLEU. Not surprisingly, the larger T5
model performs best among all baselines.

It is worth noting that subheadings are more re-
fined, shorter, and more abstract than summaries.
Therefore, even the performance of the SOTA
model is still not ideal in evaluation (e.g., the
ROUGE in outline generation is lower than that
in the summarization task.). It shows that outline
generation is challenging, and there is still room for
improvement in future work.

We observe two interesting trends from the last
right column that is the manual evaluation. On the
one hand, ChatGPT (0-shot) and ChatGPT (3-shot),
which are models that are not fine-tuned, perform
better (average 2.49 and 2.61 separately) than the
other three fine-tuned models on manual ranking.
It indicates that ChatGPT-generated subheadings
are more friendly for humans, even though they may
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not align precisely with the original subheadings.
On the other hand, the fine-tuned models (BART,
T5, and T5 (24)) show the consistency of orders be-
tween manual ranking and their respective Rouge,
BLEU, and BertScore metrics evaluations. It shows
the reliability of our automatic evaluation and the
usefulness of our corpus.

6.2.3. Title Generation Results

Since we have proposed a three-level topic struc-
ture representation, we further added title genera-
tion as a supplement to outline generation. In this
task, we use all subtitles as input to generate the
title.

Model R-1 R-2 R-L BLEU BertScore
ChatGPT(0-shot) 16.87  7.79 15.08 3.85 59.52
ChatGPT(3-shot) 16.81 7.60 15.00 3.69 59.31
BART 25.85 16.62 24.67 11.86 63.79
T5 25.06 14.19 2347 8.86 62.76
T5 (24) 28.01 16.55 26.11 10.96 64.61

Table 6: The performance on title generation.

Table 6 shows the performance of each model on
the title generation task. The performance of each
model is similar to that in the outline generation
task. The lower performance of ChatGPT on title
generation shows it is more challenging than outline
generation since it needs more abstraction and
reasoning at a higher level. It also demonstrates
that outline and title generation are harder than
traditional text summarization.

7. Application in Discourse Parsing

To validate the effectiveness of our constructed rep-
resentation and corpus, we also utilized it to assist
in discourse parsing, a downstream task. Differ-
ent from topic segmentation, which splits the doc-
uments into several segments, discourse parsing
is a more complex task where the model needs to
build a tree structure on basic discourse units. Pre-
vious researches (Jiang et al., 2021; Huber et al.,
2022a) have shown that topic structure can imply a
skeleton of the rhetorical structure of a document,
and there is a consistency in local discrimination for
topic segmentation and discourse parsing. How-
ever, the lack of a topic structure corpus limits the
method application in Chinese. Therefore, we at-
tempt to use CPTS for training the model to predict
topic structure in the document without explicit sub-
headings, helping discourse parsing.

Model Span
Dist(Paragraph Boundary) 50.23
Dist(Topic Boundary) 55.33

Table 7: The performance on MCDTB.



Specifically, we conducted our preliminary ex-
periment on MCDTB (Jiang et al., 2018), which
is a popular corpus for discourse parsing in Chi-
nese. Then, following the previous work (Huber
et al., 2022a), we employed two distant supervi-
sion methods for paragraph-level discourse pars-
ing. The Dist(Paragraph Boundary) model utilizes
paragraph boundaries from the MCDTB corpus as
topic boundaries to learn the discourse structure
of the document, while the Dist(topic Boundary)
model leverages the real topic structure provided
by CPTS as the learning goal to learn the discourse
structure of the document. Table 7 shows that the
real topic structure in CPTS enhances the parser’s
performance on paragraph-level discourse parsing
in Chinese from 50.23 to 55.33, demonstrating the
usefulness of the topic structure corpus.

8. Discussion and Future Work

8.1. The Applicability of Annotation
Method

Our methodology is not limited to the news docu-
ments used in this paper and is equally applica-
ble to other genres as long as they possess some
markers indicating paragraph-level topic structures.
This includes a wide range of textual materials such
as legal documents, novels, and academic docu-
ments, where structured topics are often revealed
by special tokens. Then, in our method, the anno-
tator only needs to verify the internal and external
errors after the automatic extraction with the special
token, reducing the annotation workload greatly.

A particularly promising application is in the
analysis of scripts or novels, where our method
could be used to identify broader narrative shifts
or stage changes indicated by unique transition
and voiceover tokens in the script. We believe that
by constructing paragraph-level topic structures for
these diverse categories, our method will not only
aid in a deeper understanding and grasp of the
paragraph-level topic structure of documents but
also could guide large language models (LLMs) in
generating more controlled content at the higher
level according to given structures.

8.2. The Potential Challenges

Expansion of the Joint Learning Framework
of Topic Segmentation and Outline Generation.
There are some works attempting to jointly learn
topic segmentation and outline generation by two
classification tasks due to shorter subheadings. Ex-
panding the current joint learning framework is a
viable approach to deal with longer subheading
challenges. A possible solution is integrating het-
erogeneous text classification tasks (such as topic
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segmentation) into text generation tasks (like out-
line generation) into a single and unified generation
model based on powerful LLMs.

Exploration of Hierarchical Topic Structures.
Existing methods usually view the topic structure as
a flat structure and ignore the longer dependency
of different topics. Therefore, another promising
direction is delving into the hierarchical nature of
paragraph-level topic structures. This exploration
can be conducted from both bottom-up and top-
down perspectives. By harnessing the capabilities
of large-scale language models, it's possible to
model the hierarchical relationships among topics
(including parent-child connections between differ-
ent layers) and the interconnections between var-
ious topic segments within the same document,
such as writing style and semantic relationships
with more words.

9. Conclusion

Tofillthe gap in Chinese paragraph-level topic struc-
ture resources, we first propose a three-layer dis-
course topic structure representation to guide the
construction of our corpus. It takes the sentence as
the topic to express richer paragraph-level informa-
tion and incorporates paragraph boundaries, topic
boundaries, subheadings, and the title into the topic
structure. Then, we designed a two-stage human-
machine collaborative annotation method to con-
struct the largest high-quality Chinese paragraph-
level topic structure corpus. By combining auto-
matic extraction and manual verification, we en-
sure the correctness of the topic structure not only
formally but also semantically. We described the
construction process of the corpus in detail and
conducted an in-depth analysis and comparison of
it. Finally, we verified the computability of the cor-
pus through eight topic segmentation and outline
generation baselines, including ChatGPT. In the fu-
ture, we will focus on improving the performance of
Chinese topic segmentation and outline generation
by designing appropriate methods to assist other
downstream tasks in the LLM era.
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A. Appendix

A.1. The prompt we designed for outline
generation

The prompt we designed for the 0-shot setting in
the outline generation is the following:

instruction:"— 1~ XX ®E & & JL ™ B
% (paragraph)fl — > /v #5 #i(subheading),
HRE T HABREERXER NI, HE
fEsubheading)® 1 4, If Lljsonft) #& =X [A] - "
(A document contains several paragraphs and a
subheading. Please generate a subheading for
the document based on the following paragraphs,
fill it in the subheading attribute, and return it in
JSON format.)

input: <sample>

where <sample> is a dictionary containing sev-
eral paragraphs on one topic: "input": "{"para-
graph™ [...], "subheading™: ""}"

The prompt for the 3-shot setting is similar to the
above.
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A.2. The details of manual evaluation on
outline generation task

We randomly selected 100 samples and asked
three evaluators to rank them based on the fol-
lowing evaluation settings.

In the manual evaluation, evaluators were pro-
vided with a text fragment with several paragraphs
belonging to a single topic as the prompt. Subse-
quently, they were presented with output results
from the five models as ranking candidates. Im-
portantly, these options were initially randomized
and anonymized to ensure an unbiased evaluation
process. The evaluators were asked to rank these
candidate subheadings (from 1 to 5, 1 is the best
and 5 is the worst) based on the following three
criteria:

- Relevance: Whether the subheading accurately
represents the content described in the text.

- Appropriateness: Whether the subheading con-
forms to typical styles and formats of subheadings.

- Fluency: Whether the subheading is correctly
formulated and flows smoothly.

We then compiled the average rankings for each
model from three evaluators to determine the final
scores, ensuring the objectivity of our evaluation.



