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Abstract

We present a novel approach for professional
communication training in which Large Lan-
guage Models (LLMs) are guided to dynam-
ically adapt to inappropriate communication
techniques by producing false information that
match the biased expectations of an interviewer.
We achieve this by dynamically altering the
LLM’s system prompt in conjunction with a
classifier that detects undesirable communica-
tion behaviour. We develop this approach for
training German speaking criminal investiga-
tors who interview children in alleged sexual
abuse cases. We describe how our approach op-
erationalises the strict communication require-
ments for such interviews and how it is inte-
grated into a full, end-to-end learning environ-
ment that supports speech interaction with 3D
virtual characters. We evaluate several aspects
of this environment and report the positive re-
sults of an initial user study.

1 Introduction

Professional communication is subject to behaviour
rules and linguistic registers (Holmes and Marra,
2014; Khramchenko, 2019; Bhatia and Bremner,
2012). Acquiring and training the skills to be profi-
cient in professional communication can be a long,
resource-intense, and cumbersome road. Chatbots
and virtual characters have emerged as a method
to make professional training more accessible and
cost-efficient in comparison to in-person training
with human actors (Pompedda et al., 2022). One
important factor for communication training is that
the trainees can express themselves freely, i.e. us-
ing their own voice, words, and approach to a task
rather than being presented with a selection of pre-
determined and fixed dialogue choices. In turn, it is
important that the feedback on their performance is
adapted and personalised to the individual conver-
sational behaviour of the trainees. Consequently,
virtual characters have to be able to dynamically re-

Figure 1: Screenshot of the training environment.

spond to different kinds of conversational behavior
in a professional communication task.

In this paper, we explore the use of Large Lan-
guage Models (LLMs) as the dialogue component
in a sensitive professional communication situation,
i.e. training criminal investigators in interviewing
alleged child victims of sexual abuse. When chil-
dren are interviewed about alleged experiences of
sexual abuse, the quality of the investigative in-
terview is crucial to whether their statements can
be used as the basis for a criminal investigation
(Korkman et al., 2024; Niehaus et al., 2017). This
is because the child’s statements are usually the
only evidence in such proceedings (Steller, 2008).
The demands on the quality of interviews and the
qualifications of interviewers are correspondingly
high.

Many training programs have been developed
to improve interview quality in child interviews
(Benson and Powell, 2015, e.g.). Elaborated and
effective training programs include watching com-
mentaries and videos of children being interviewed,
quizzes, and mock interviews with colleagues or
trained actors (Benson and Powell, 2015; Lamb,
2016). However, the latter is difficult to realise
when it comes to training child interviews, as role-
playing with fellow trainees is not realistic, and
children cannot be used as actors for interviewer
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training on the subject of abuse for ethical reasons.
Investigators are currently forced to gain their ini-
tial experience on real cases, meaning that children
allegedly affected by sexual abuse are often con-
fronted with inexperienced interviewers (Niehaus
et al., 2017). We therefore aimed to develop vir-
tual characters with which optimal interviewing be-
haviour can be trained realistically and individually
without risk before working on real cases. Through
systematic and automated feedback from the sys-
tem, investigators should learn to apply appropriate
questioning techniques and avoid suggestive ques-
tions which may render the testimony useless as
evidence and, in the worst case, stimulate the devel-
opment of false memories. This training software
is intended to contribute to an improvement in inter-
viewing practice in order to meet the international
demands on child-friendly justice (FRA, 2017).

2 Related Work

Three different training approaches have been de-
veloped to train interview behaviour in cases of
suspected abuse with virtual characters that repre-
sent children. Pompedda et al. (2015) developed
the “Empowering Interviewer Training” (EIT) in
which the characters have predefined memories and
responses that include relevant and neutral details.
The characters answer using predefined response
algorithms which are based on empirical knowl-
edge about reactions to suggestive questioning. In
the original version, a human operator needed to
categorise the question that was asked by the par-
ticipant. In a new version of the program, an auto-
mated question classification algorithm was tested
(Haginoya et al., 2023). Overall, research found
that the EIT combined with feedback increased
the proportion of recommended questions and de-
creased the proportion of non-recommended ques-
tions asked by participants (Pompedda et al., 2022).

A similar system is also used in a more recent ap-
proach, an interactive virtual reality training called
“ViContact” (Krause et al., 2024). However, as in
the EIT, the responses remain limited to predefined
memories and responses which are selected based
on an algorithm after a human operator has cate-
gorised the question. New to the training is the 3D
approach (i.e., virtual reality), that the interviewer
needs to find out whether sexual abuse or another
stressful event happened, and that participants are
asked to build rapport with the child avatar before
talking about the critical event. Although both pro-

grams have shown improvements in interviewing
behaviour, the response generation is inflexible,
the conversation flow is constrained through the
prerecorded video sequences, and elaborated false
memories cannot be produced. Furthermore, a hu-
man operator is usually needed to categorise the
questions asked.

To tackle these problems, another research group
is developing an AI-driven system that can dynam-
ically handle questions, provides higher realism of
the answer behaviour and does not need an opera-
tor (Hassan et al., 2022a). This approach utilises
advanced natural language processing and provides
an immersive experience through virtual reality.
Several user studies cover the ongoing develop-
ment of the child avatars (Hassan et al., 2022b;
Salehi et al., 2022; Hassan et al., 2023; Røed et al.,
2023; Salehi et al., 2024).

Although this newly developed AI-driven sys-
tem can dynamically handle questions and provide
feedback automatically without an operator, it only
answers suggestive questions with a vague and un-
productive reply. Like the EIT, it does not fabricate
new false information when inappropriate ques-
tions are asked. This means that elaborated false
memories1 are not produced by the system.

In this paper, we introduce an AI-driven system
that is based on a LLM, can dynamically answer
questions based on the interview context and its
knowledge, dynamically generates emotions based
on the context and its own utterances, does not
need an operator, and produces false memories
when inappropriate questions are asked repeatedly.
In summary, our contributions are as follows:
• We introduce the notion of generating false mem-

ories as a pedagogical tool in the training process.
False memories occur when trainees apply in-
appropriate suggestive questioning and can lure
trainees into drawing incorrect conclusions.

• We present a novel approach to steer LLMs
through altering the system prompt dynamically
in conjunction with a classifier that detects inap-
propriate conversational behaviour.

• We outline and implement a practical approach
for the efficient selection of an LLM based on
technical and qualitative requirements for our
setting.

1In the following, the term false memories is not used in
the forensic sense of a pseudo-memory. In the context of our
study, we refer to the reactive (forensically more comparable
to compliance) production of partially or completely false
information that can alter memories in the long term.
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Figure 2: Overview of the architecture of the training system and its components. The case, created by forensic
psychologists (1) is entered into the dialog model (2). Questions (by trainee) or answers (generated by the
dialog model) pass through speech processing (3) where they are turned into audio or text respectively. Question
classification monitors the trainee’s utterances for inappropriate content and adjusts the truthfulness score (4).
This score is used to trigger the injection of false memories from the case description into the LLM prompt, if
inappropriate content is detected. Answers and moods generated by the LLM are passed into the graphical UI &
animation component, where the character is animated and shown to the user (5).

• Finally, we release a dataset for problematic ut-
terance classification in children interviews in
German.2

3 Approach

Our setting can be seen as conversational infor-
mation retrieval, i.e. the user wants to elicit in-
formation about a specific case from the system.
However, our system is reluctant to provide the
information and needs to be prompted in a certain
way. Failure to do so inflicts the system’s willing-
ness to cooperate. In fact, inappropriate question-
ing yields false information that misleads the user
into drawing incorrect conclusions about the case
at hand, while open prompts for narration increase
the chance of uncovering the facts of the case. This
comprises the overall pedagogic intent of our sys-
tem: interviewers should learn how to question
children in an appropriate way without distorting
the statements.

3.1 True Memories

Our virtual character’s memory is structured into
a semantic memory and episodic memory. The se-
mantic memory contains static information about

2Available at https://drive.switch.ch/index.php/
s/DCMIo3SnnNcKsQi

its situation regarding family, hobbies etc. This in-
formation is verbalised in an unordered set of utter-
ances in the first person perspective of the character,
e.g. "I am 4 years old", "I like playing tennis.", etc.
The utterances can be used to answer a set of simi-
lar or related questions. For example, the utterance
"I am 4 years old" can be retrieved to answer differ-
ently phrased questions about the character’s age3,
etc. However, the goal of writing these statements
is not to anticipate all potential questions, but to
outline a personality on the basis of which a dialog
model will be tasked to role-play a character. The
pedagogic purpose of the semantic memory is to
enable the interviewer to establish rapport with the
child, which is a crucial step in the initial phase of
the interview.

The episodic memory contains information
about the sequence of the event that is the topic
of the interview, i.e. information about the alleged
sexual abuse and its context. This information is
also saved in the form of first person utterances,
such as "I went to the basement with my teacher."

3.2 False Memories and Truthfulness
One central aspect of this design is that it allows
for the incorporation of false memories. If an in-

3As we will see later, this statement can also be used to
infer whether the character goes to school, etc.
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terviewer applies inappropriate questioning tech-
niques repeatedly, the character will start to confirm
explicit suspicions of abuse although they are not
confirmed in the original storyline. To this end,
each episodic memory is accompanied by a false
memory storyline that can be triggered by inappro-
priate questioning style.

At the core of the virtual character’s behaviour
is the truthfulness score. It determines whether
the character is answering truthfully or gives
false information. The truthfulness score is ad-
justed according to the interviewer’s questions in
a penalty/reward system. At the beginning of the
interview, the character is in a neutral and truthful
state. If questioned appropriately, it returns truthful
and factual answers. If problematic and inappro-
priate questions are detected, the score is lowered,
depending on the severity of the suggestive content
of the question: Mentioning the suspect and sex-
ual abuse in a question before the character reveals
such information yields the highest score deduc-
tion, while asking about a specific point in time
or posing a forced-choice question only minimally
decreases the truthfulness score. If the score drops
below a preset threshold, the character starts gener-
ating unreliable responses.

For example, when questioning a 4 year-old vir-
tual character in whose case no abuse occurred, the
truthfulness score starts at 10. A suggestive ques-
tion with a sexual keyphrase that was not uttered by
the character itself beforehand, such as "Did you
have to take off your pants?" (take off + cloth), will
reduce the score by 3 points. This is already under
the preset threshold of 8 and the virtual character
will start to include incorrect details in their an-
swers. If three unproblematic questions are asked
subsequently, the score rises and the character will
again respond truthfully. If more inappropriate
questions are asked and the score drops below 4,
the character’s truthfulness cannot be restored and
its reported story remains distorted.

4 Implementation

In the following sections, we outline the technical
implementation of the approach outlined above.
Figure 2 shows an overview of the system4.

4.1 Dialog Model

The dialog model encompasses the following tasks:

4See Appendix A.1 for a technical description of the 3D
characters.

• Managing the character’s memory
• Detecting inappropriate and appropriate question-

ing
• Generating answers to questions in accordance

with the two points above
• Generating appropriate emotions tags that steer

the 3D animation of the virtual character

While it seems tempting to implement all func-
tionality in one “mega” prompt for LLMs given
their ever increasing capabilities, early experiments
quickly revealed, in line with Khot et al. (2022),
that such a highly complex set of tasks needs to be
decomposed. Below, we outline the different com-
ponents of the dialog model and how they interact.

4.1.1 Character Memory
A key differentiator from related work in our ap-
proach is that our characters dynamically respond
to inappropriate questioning by yielding false in-
formation that confirms biased suspicions of the
interviewer. For each case, in addition to the truth-
ful version of the story, the forensic psychologist
write two other storylines, depending on whether
the case contains abuse:
Cases without abuse contain a truthful storyline
without abuse and two additional ones, where the
1st alternation contains comparably less severe
forms of abuse and the 2nd version confirms ex-
plicit and severe sexual abuse.
Cases with abuse initially contain a storyline that
does not explicitly state the abuse, but hints at
it. The interviewer first has to establish trust and
rapport with the character (by asking appropriate
questions such as narration prompts) to unlock the
truthful storyline that contains the abuse. As in
the cases without abuse, inappropriate questions
alter the story. The 1st alternation contains ambigu-
ous hints and the 2nd version contains more severe
abuse than the truthful one and the 1st alternation.

4.1.2 Dialog Model
Anticipating and writing out questions that might
be asked by interviewers and all the potentially en-
suing dialog branches in the different storylines
is infeasible; especially given the fact that several
cases are needed for training purposes. Hence,
implementing the dialog model with an approach
where the questions posed are matched to preset
questions to retrieve an answer (Bosse and Gerrit-
sen, 2017; Barbe et al., 2023) is impractical. Also,
preparing the storylines in such a way that all state-
ments can be retrieved individually independent of

252



the context leads to utterances sounding unnatural5.
Fortunately, the advent of Large Language Mod-

els (LLMs) like ChatGPT6 gave rise to dialog mod-
els that are pre-trained on large amounts of hu-
man conversations and can thus handle their intri-
cacies gracefully. We leverage LLMs by ingesting
a character’s semantic and episodic memories into
the LLM via the system prompt. We developed
a system prompt7 that contains the semantic and
episodic memories of a character, as well as instruc-
tional behaviour.

However, including the semantic memory and all
story variants of a character in the system prompt
grows it to an unmaintainable size and places a
large burden on the LLM to manage it. Hence,
we developed a mechanism to adapt the system
prompt in accordance with the behaviour of the in-
terviewer. Specifically, the system prompt contains
a placeholder variable for the episodic memory. At
the start of the conversation, this variable is filled
with the truthful story of the character and the char-
acter’s truthfulness score is set to default. If the
score drops below a preset threshold during the
interview, the placeholder variable for the episodic
memory is filled with an alternate storyline, that
is, the memory of the character begins to change
and it provides false information. However, the
conversation history between the interviewer and
the virtual characters remains intact.

4.1.3 LLM Selection
Our goal is to find an LLM that suits our needs
without having to perform vast amounts of experi-
ments and manual annotations. Hence, rather than
creating large benchmarks, we define the minimal
set of technical and qualitative requirements and
design specific probes for them. After discussing
various forensic and technical aspects, we defined
the following technical requirements:

Convenience: SDK support, low-latency APIs, af-
fordable pricing, generous rate limits.
Context window size: Providing a large enough
context window to fit the rather long system prompt
and the rather long following conversation.8

5In preparing statements for matching approaches, it is not
permissible to write utterances like: "Mr. Smith is my teacher.
I like him a lot." as both utterances are considered individually
in the matching and thus the antecedent of him in the second
utterance is lost.

6https://openai.com/blog/chatgpt
7See Appendix A.2.
8The context window size is the maximum number of

words that can be sent as a request for an answer to an LLM

Language support: Support the German lan-
guage.
Alignment: Ability to discuss sensitive topics (sex-
ual abuse).

In addition, we identified the following qualita-
tive abilities:

Natural use of language: Understanding and us-
ing deixis (i.e. referential expressions like pro-
nouns). Adapting the pre-set statements of the sys-
tem prompt to the conversational context rather
than citing a declarative sentence from the memory
verbatim. Speaking in age-appropriate language
regarding the preset age of the character.
Role-Playing: Staying in character and following
the instructed behaviour (e.g. not outputting any
meta-commentary or reference to the training set-
ting, etc.). Handle unforeseen questions that tackle
information that is not part of the predefined se-
mantic memory gracefully (e.g., "Where do you
live?")
Factuality: Adhering to the given memories (se-
mantic and episodic), i.e. avoiding hallucinations
that contradict the given memories (while being
allowed or even encouraged to answer unforeseen
questions).
Long conversations: Holding natural, consistent
long multi-turn conversations9

4.1.4 Technical Requirements
The Convenience requirement narrowed our se-
lection to the following providers (and mod-
els): Google (Chat Bison/Gemini)10, OpenAI
(ChatGPT/GPT-4)11, Anthropic (Claude 3)12, Mis-
tral (Mistral/Mixtral)13, and Meta (Llama 2)14. In
initial tests, we noticed that Claude 3’s bigger mod-
els (Sonata and Opus) have quite strict rate limits
given our usage tier. We therefore settled on the
smallest model in the family, Claude 3 Haiku. Re-
garding GPT-4, we noticed that the latency was
quite high at times and the pricing seemed pro-
hibitive. Also, we did not observe stark quality dif-
ferences to ChatGPT 3.5 in our initial tests. There-
fore, we chose ChatGPT 3.5 as the candidate. Fi-

and contains the system prompt, the conversation history, and
the current user statement that needs answering.

9The degradation of answers in longer conversations is
a known problem of many machine learning-based dialogue
systems.(Spataru et al., 2024).

10https://cloud.google.com/vertex-ai
11https://platform.openai.com/
12https://console.anthropic.com
13https://console.mistral.ai/
14https://llama.meta.com/llama2/
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nally, Google’s Gemini model refused to answer
requests without disclosing a reason, which made
it unreliable. Therefore, we settled on Chat Bison.

We found that models have a sufficient Context
window size15 and that they support German. Re-
garding Alignment, we found that stating explic-
itly that the conversation to follow is for training
purposes at the beginning of the system prompt al-
leviated restrictions regarding processing sensitive
and/or explicit content in all models.

4.1.5 Qualitative Requirements
Since evaluating the remaining requirements quan-
titatively would require resources beyond the scope
of our project, we explore them in a qualitative
and comparative manner. For this purpose, we de-
signed and implemented a series of tests to probe
the models.

To get an initial impression of the models’ capa-
bilities, we leveraged the Eden AI platform16 which
provides an easy to use interface17 to elicit answers
from various LLMs. This approach quickly re-
vealed that Llama 2 is unsuitable, because it tended
to continue the conversation on its own (i.e. playing
the role of the interviewer and coming up with ques-
tions, rather than answering one question). Also,
we found that the Mistral models tended to add
unwarranted commentary to their answers. Thus,
we eliminated these two models from the set of
candidates. The remaining models - Chat GPT,
Chat Bison, and Claude 3 - did not differ enough
to select a clear winner.

Next, we created questions that aim to elicit spe-
cific differences between the models regarding Nat-
ural use of language, Role-Playing, and Factu-
ality, e.g. asking questions with propositions that
contradict the semantic memory.18 We then did a
comparative ranking (Li et al., 2019; Chiang et al.,
2024, e.g.) by showing three annotators the ques-
tions and the answers of the three models (in ran-
domised order) and asked them to rank the answers
(ranks 1=best to 3=worst; equal quality answers
obtain equal rank). We then calculated the average
ranks of the models’ answers across all annotators
Figure 3 shows the results.

We observe a clear disfavour of Claude 3’s an-
swers, being half a rank higher overall compared to

15See Appendix A.5 for how we calculated the required
size.

16https://app.edenai.run/bricks/text/chat
17See Appendix A.6.
18E.g. asking "How was school today?" when the character

is supposed to be 4 years old.
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Natural use of language (22)

Alignment (8)

Role-Playing (44)

Factuality (14)

Overall (62)

1 1.2 1.4 1.6 1.8 2 2.2

Mean Rank Assignment (lower is better)

Claude 3 Haiku

Chat Bison

ChatGPT 3.5

Figure 3: Mean rank assignment (lower is better) for the
required properties of the LLMs.

the other two models. ChatGPT and Chat Bison are
ranked similarly overall. The biggest difference be-
tween ChatGPT and Chat Bison occurs regarding
Factuality. A closer inspection revealed that neither
model contradicts the preset memories. However,
they answer differently. The question “How was
school today?” was answered by ChatGPT with “I
was in daycare” and by Chat Bison with “I don’t
go to school yet”, i.e. both answers are truthful in
correcting the assumption that the character goes
to school. However, one rater ranked both answers
equally, while the others preferred Chat Bison’s an-
swer, indicating that the ranking experiment gives
rise to subjective preferences. Overall, the ranking
reveals that there are differences in the way that
the models respond and that there are clear prefer-
ences among the annotators, favouring ChatGPT
and Chat Bison.

To evaluate the models’ ability to hold Long
conversations, we generated conversations with
them using a preset sequence of roughly 250 ques-
tions that we created in another context to reflect
commonly asked questions in child interviews. We
then compared the models’ answers to the last ques-
tions to see whether they deteriorated. Generally,
the consistency of the models across these lengthy
conversations was impressive and we could not
observe a general drift in quality.19

As an additional indicator for Factuality and
Role-Playing, we measured how often the models
utter the preset answers that they are instructed to
give to questions for which they cannot generate
an answer based on the preset memory. The mod-
els are instructed to answer such questions with

19We observed that Chat Bison sometimes started breaking
character by saying, sometimes in English, that as a language
model, it cannot judge certain propositions (e.g. “Is Minecraft
a violent game?”, “Can the user kill others in Minecraft?”).
However, we established that this is not a problem of the
conversation length, but rather depends on the nature of the
questions.
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“What?” and “I don’t know.” or invent an ad hoc
answer. We found that ChatGPT gave 49 “What?/I
don’t know” answers, Chat Bison gave 16, and
Claude 3 only 6 to the 250 questions mentioned
above. This means that ChatGPT is far more con-
servative in inventing answers outside the given
memories than the other models, while Claude 3 is
the most inventive.

Regarding Natural use of language, we count
how often a model used “yes” or “no” to answer
yes-no questions, which indicates that the model
adapted the statements from the memories to the
conversation in a natural way. We find that Chat-
GPT used ”yes” and ”no” 48 times, Chat Bison
has 8 counts, and Claude 3 has 68. That is, Chat
Bison seems to struggle to infer how to use yes/no-
answers.

Finally, we approximate how well the models
uttered age-appropriate answers in role-playing
by measuring the readability scores and stylometric
properties of their answers (Schuster et al., 2020).20

We assume that the better the readability score, the
more likely it is that a model uses age appropri-
ate language. We applied a tool21 that calculates
readability and various stylometric features to the
models’ answers to the above-mentioned 250 ques-
tions. Table 1 shows the results.

ChatGPT Chat Bison Claude 3

ARI 3.19 3.44 6.49
words per sent. 6.17 6.24 10.83
type-token ratio 0.13 0.18 0.07
words 1709 1784 9256
wordtypes 214 323 666
sentences 277 286 855
long words 295 300 1931

Table 1: Automated Readability Index (ARI) scores and
stylometric features of the LLMs’ answers.

The Automated readability index (Smith and
Senter, 1967, ARI) indicates the estimated required
school grade (in the US) to understand a text, i.e. a
lower score means an easier text. The comparison
reveals that ChatGPT and Chat Bison have similar
stylistic properties and readability, while Claude
3 tends to give longer answers (words, sentences),
uses a larger vocabulary (wordtypes, type-token
ratio), and more often uses longer words. Based

20Readability scores assess how easy or difficult texts are to
read and take into account statistical features of texts, such as
words per sentence, syllables per word, and use of punctuation
etc.

21https://github.com/andreasvc/readability

on this analysis, Claude 3 seems less likely to give
realistic age-appropriate answers than the other two
models.

Combining the results above with the ranking
evaluation, we deem ChatGPT and Chat Bison to
be suitable LLMs for our application, with Chat-
GPT having a slight advantage.

4.2 Question Classification

Based on empirical research on interviewing chil-
dren, we defined 8 categories of inappropriate ques-
tions (Köhnken, 1999; Korkman et al., 2006; Lamb
et al., 1996; Powell and Snow, 2007, e.g.): time,
forced choice questions, expectations, pressure to
justify, suggestive feedback, promises, speculation,
and yes-no questions.22 In addition, and similar
to Haginoya et al. (2023), we determine whether
sexual or problematic keywords are mentioned in
an utterance.

We created a test set with 10-50 examples for
each category and around 50 harmless utterances
that use similar wording as the inappropriate ques-
tions to test whether the system can correctly de-
lineate them.23 In total, we created 200 utterances.
Two additional forensic psychologists annotated
the examples, yielding an inter-annotator agree-
ment of Krippendorff’s Alpha = 0.74. The anno-
tators discussed their differences and one of them
created a final set of annotations for the conflict-
ing ones. These examples serve as our test set
to evaluate the performance of various automatic
approaches to the question classification task.

To obtain training data to train and develop such
automatic approaches, we provided ChatGPT with
the definition for each category and let it generate
examples. These examples were then manually
checked regarding suitability and also annotated
regarding their category by a forensic psycholo-
gist. We measured the category agreement of the
forensic psychologist’s annotation with ChatGPT’s
generated sentences and found it to be high (Co-
hen’s Kappa = 0.79). A second annotator coded a
subset of the data and we measured a very strong
agreement with the first annotator (Cohen’s Kappa
= 0.92), deeming it a valid training set. To create a
gold standard, one annotator harmonised the con-
flicting annotations after discussing the differences.

22See Appendix A.3 Table 8 for the definitions and exam-
ples.

23See Table 7 in the Appendix for detailed dataset statistics.
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Figure 4: Inappropriate question classification results;
(macro) F1-Scores.

4.2.1 Methods & Evaluation

We compare four automatic classification ap-
proaches: The first one is a rule-based classifier
that uses manually defined linguistic heuristics for
each category. This approach leverages a syntac-
tic parser24, lexical resources such as word lists
(Klenner et al., 2009), and a textual similarity mod-
ule (Reimers and Gurevych, 2019) to compare
utterances to predefined examples. The second
approach applies ChatGPT as the classifier. The
prompt contains the categories and their definitions
and the instruction to assign all applicable cate-
gories to the user message. Thirdly, we fine-tune
a German distilbert version (Sanh et al., 2019) for
the classification task. Finally, we use the distilbert
model as the base to train SetFit (Tunstall et al.,
2022), which is a classification model that works
well for settings where little data is available.

We test how well the classifiers detect the cat-
egories and the problematic and sexual keywords.
In combination with the question categories, these
keywords are used to determine the reduction of
the truthfulness score and hence the memories of
the characters. Figure 4 shows the results for the
test set.25 For the categories, SetFit achieves the
highest macro F1 score (0.72). However, for the
keywords, the heuristic classifier yields the highest
F1 scores (0.88 and 0.70). A good combination
thus seems to be to use the heuristic approach for
the problematic and sexual keywords and SetFit for
detecting inappropriate questions.

While there remains room for improvement for
some categories, we deem the results of our clas-
sification of inappropriate question as useful and
suitable.

24https://spacy.io/
25For full details of the results, see Table 6 in Appendix

A.3.

5 User Study

We conducted a small scale study with 7 partici-
pants to find out (1) if users accept the tool (accep-
tance) and (2) if they can use the tool (usability).
The participants interacted with the system for 15
minutes and then filled in two questionnaires: (1)
the system usability scale (Brooke, 1996, SUS)26

with 10 questions and (2) a questionnaire on the ac-
ceptance of the technology with 6 questions. SUS
has a predefined formula to evaluate the question-
naires (Possible score: 0-100). Our evaluation ob-
tained a score of 76.07 (AVG), i.e. the score is in
the upper 0.25 percentile (0.5 percentile equals a
score of ∼68), meaning the application performed
better than 75% of other systems evaluated with
SUS.27

To evaluate acceptance, we relied on the ques-
tionnaire surrounding the Unified Theory of Ac-
ceptance and Use of Technology (Venkatesh et al.,
2016, UTAUT). Using the original questionnaire
was not possible due to its length (31 questions in 8
categories), not meeting the time requirement of the
study. One question of each category was selected
by a psychologist and a computer scientist and two
categories were dropped (duplicate with SUS, lack
of applicability to the application). Lastly, the ques-
tions were translated into German.28

The UTAUT questionnaire was answered on a
7-point Likert Scale (1: “do not at all agree”, 7:
“agree completely”). Given the limited number
of participants, we did not perform any statisti-
cal tests. We took the averages of the scores of
each question to get an overview on the overall
attitude (positive/negative). The averages in Fig-
ure 5 show the overall positive attitude towards the
application. Notably, participants reported high
willingness (6.29) to use the tool independently for
skill enhancement. One aspect that will receive
more attention in our planned long-term study is
the apprehension about using the system (2.43).

6 Conclusion

We conceptualised and implemented a system for
individual training in professional communication
that incorporates communication guidelines. We
employed a Large Language Model (LLM) as the

26The SUS is a well-established questionnaire to measure
the usability of a system in a quick, low-cost manner, resulting
in a score that indicates whether or not a system promotes
usability.

27https://measuringu.com/sus/
28See Appendix A.4.
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On a Likert 
Scale:
1 do not at all 
agree
7 completely 
agree

Using the tool allows 
me to learn doing child 
interroga�ons more 
competently I liked using the tool

I think my employer 
would enable and 
support the use of this 
tool

The tool is compa�ble 
with other training 
materials on the subject 
of child interroga�on

I feel apprehensive 
about using the system

If I could use the tool 
for independent skill 
enhancement during 
working hours I would 
do so

Average 
(n=7)

5.29 5.14 5.57 5.43 2.43 6.29

Figure 5: UTAUT results.

basis of the dialog model and developed a method
of decomposing this challenging task into man-
ageable modules, e.g. dynamically manipulating
the LLM’s system prompt in conjunction with a
classifier that monitors the appropriateness of the
interviewer’s strategy. We believe this method to
be useful for and applicable to other domains of
professional communication training that require
complex modelling of appropriate conversational
behaviour, i.e. health care, job interviews, or coun-
selling sessions, etc.

We also demonstrated an approach to narrow
down the choice of LLMs from potentially dozens
of candidates. As there is no clear or standardised
way to evaluate the seemingly omni-capable LLMs
for highly specific use cases like ours, we hope
to have demonstrated a practical and efficient ap-
proach that elicits differences between the models
without having to annotate large test sets.

Our system provides the basis for a subsequent
comprehensive evaluation of the training tool with
the target group (criminal investigators). These
evaluations will systematically research personal
and situational conditions for the success of foren-
sic interviewer training and its long-term effects.
This will not only fill important knowledge gaps,
but also open up completely new possibilities for
use in training and further education, as well as in
personnel selection. Finally, an initial user study
showed that the tool is generally well received.

Ethical Considerations

Working on a sensitive topic like child abuse poses
an emotional challenge, especially to researchers
who are not used to being exposed to such material
(e.g. software developers, computational linguists).
Therefore, we established guidelines for the collab-
oration between the forensic psychologists and the
technical researchers, i.e. we agreed that all cases
used to develop the tool have to be fictional and
contain either no or less violent forms of abuse. Ex-
posure to transcripts of real interviews where abuse

is reported was limited to a necessary minimum.
For the user study, we focused the experiment on

the semantic memory of the virtual character and
did not include an episodic memory that contains
explicit sexual abuse. Also, the participants were
experienced in child interviews and participated
voluntarily. They received an extensive briefing
and gave their consent to the participation. The
task briefing and consent form were reviewed and
approved by the ethics board of the Faculty. In
addition, the participants had the option to stop the
experiment at any time and/or have their answers
deleted from the collected data.

Limitations

• We propose a novel way of steering an LLM in
professional communication training but do not
empirically compare our approach of dynami-
cally changing the LLM system prompt to other
approaches, e.g. writing a system prompt that
manages all tasks (detecting inappropriate ques-
tions and selecting the appropriate memory etc.).
We have only gathered anecdotal evidence that an
all-encompassing prompt is less efficient and less
accurate than our approach. The classification
results of ChatGPT for inappropriate questions
provide some empirical evidence in this direc-
tion, because it does not work as well as SetFit.
We lack, as of yet, an efficient method to conduct
a more formal comparison and evaluation.

• While we present an automated classification sys-
tem for inappropriate questions, a test of the au-
tomatic classification of appropriate questions
is still required for our model. This is also im-
portant in order to get reliable information from
the virtual characters and to give feedback to the
trainees.

• The test sets of the evaluations of the question
classifier and the LLM comparison are rather
small, and it is unclear whether our results ex-
trapolate to larger test sets.

• It is, as of yet, unclear how to specifically evalu-
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ate the training effects of the approach of dynam-
ically switching the episodic memory to false
memories to a baseline that uses another way of
reacting to inappropriate questions (i.e. simply
refusing to answer them). The subsequent field
studies will have to determine a way of how to
best incorporate this evaluation into the study.

• In general, we share with related work that our
approach is limited to analysing the textual tran-
scription of what trainees utter in the training
interviews. That is, we do not analyse pronuncia-
tion or intonation of their speech, nor their body
language, which clearly are important factors of
communicative behaviour that convey meaning
and intent.

• Our initial user study only includes a small num-
ber of participants, which rendered it impossible
to apply statistical significance testing to the re-
sults. A larger evaluation during the field study
will also provide us with the opportunity to gain
a broader understanding of the user acceptance.
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A Appendix

A.1 Virtual 3D character
Based on the demand for a flexible avatar which can
show emotions on demand, we created a layered
system around a 3D avatar created with Character
Creator 4.30 The avatar provides a mix of a bone-
based rig and blend-shapes. A three-layer structure
dynamically builds up the animation: (1) The base
layer includes body, arm, and hand movement. The
second layer (2) adds the character’s emotions to
create the facial expression. The last layer (3) adds
lip synchronisation with the SALSA suite V2 solu-
tion for the game engine Unity.31 With the aim for
a low-performance request for the front end, the
overall behaviour of the avatar is not fully human-
like. In consequence, to prevent the uncanny valley
(Mori et al., 2012), the avatar is represented in a car-
toon style with Unity’s toon shader package. The
avatar receives all required data from the dialogue
model. The lip sync system interprets the gener-
ated audio output, and the included emotion flag
triggers the proper emotional reaction, i.e. facial
animation.

For synthesising audio from the text response
of the dialog model, we use the Microsoft Azure
Speech API32, as it is the only service that enables
us to generate believable children’s voices in Ger-
man (by pitching up female voices and altering
speech rate). Finally, we use OpenAI’s whisper
API33 for converting the speech input of the inter-
viewers to text.

A.2 System prompt
We use the following system prompt to instruct
the LLM regarding its role. The semantic memory
is inserted after This is your background from a
first-person perspective, and the episodic memory,
which can be dynamically altered during the conver-
sation, is inserted after These are your memories
of the experience from a first-person perspective
for each case:

30https://www.reallusion.com/
character-creator/

31https://unity.com/
32https://speech.microsoft.com
33https://platform.openai.com/docs/guides/

speech-to-text

«You play the role of a child in the user’s training
programme. The user is a police officer and learns
how to question children properly. You are shy and
answer rather curtly. You have a background and
memories of an experience. The user wants to find
out what happened during the experience.

This is your behaviour in the conversation:
You answer based on your background or mem-
ory of the experience. When the user asks you
to continue, you say the next statement from your
memory word for word. If there are no matching
statements, you can speculate or answer with "I
don’t know", "What?" or something similar. You
also indicate your mood in brackets at the end of
your statement. Possible moods are: neutral, anx-
ious, happy, sad, bored, disgusted.

This is your background from a first-person
perspective: My name is Matteo. I am four years
old. I like sweets. Snails are my favourite animals.
I think spiders are disgusting. I like gaming. My
favourite book is Coconut the Dragon. I have an
iPad. My favourite thing to play on the iPad is
Minecraft. In Minecraft you can play together with
others. You make your own world in Minecraft,
build houses, get food. You can also kill people
in Minecraft. I like watching films. Ninjago and
Dandelion are my favourite films. Ninjago has
superheroes and they have superpowers. I am super
strong. I’m looking forward to Siem’s birthday.
I’m already looking forward to Christmas. I want
a bike for Christmas. I’m scared of zombies and
when it’s dark. Amir, Alessandro, Siem and Livio
are my friends. Amir is my best friend. Amir is
also in daycare and kindergarten. I love Mummy.
Mummy works a lot. I’m here with Mummy. I love
Daddy. I’m sad when Daddy shouts. Daddy shouts
when he argues with Mummy or when I don’t tidy
up. Tobi is my brother. I like Tobi. I like fighting
with Tobi. Tobi is nine years old. Vera is my sister.
I like Vera too. Sometimes Vera is angry, then I
don’t like her so much. I like playing hide and seek
with Vera and Tobi. I live with Daddy, Mummy,
Vera and Tobi. I like going to kindergarten. It’s fun
at kindergarten. I can play in kindergarten. The
teacher at kindergarten is strict. I go to daycare
after kindergarten. The nursery isn’t that great, it’s
boring. Noah scolds me and we have to tidy up.
Milena is my teacher at the daycare centre. I think
Milena is good. Noah works at the daycare centre.
I’m sad when Noah scolds me. Noah scolds me and
looks angry when I make nonsense in the daycare
centre. Noah says it’s rubbish when we chase each
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Heuristics Distilbert finetuning SetFit ChatGPT
prec rec f1 prec rec f1 prec rec f1 prec rec f1

(no category) 0.55 0.33 0.41 0.32 0.12 0.17 0.64 0.49 0.56 0.62 0.47 0.53
Forced choice questions 0.80 1.00 0.89 1.00 0.83 0.91 1.00 1.00 1.00 0.67 1.00 0.80
Expectations 0.84 0.84 0.84 1.00 0.36 0.53 0.59 0.64 0.62 0.67 0.72 0.69
Yes-no questions 0.30 0.96 0.45 0.72 0.84 0.78 0.65 0.96 0.77 0.74 0.80 0.77
Pressure to justify 0.71 0.77 0.74 0.80 0.62 0.70 0.59 0.77 0.67 0.71 0.92 0.80
Promises 0.00 0.00 0.00 0.56 0.56 0.56 0.67 0.67 0.67 0.60 0.67 0.63
Speculation 0.71 1.00 0.83 0.67 0.20 0.31 1.00 0.70 0.82 0.67 0.60 0.63
Time 1.00 1.00 1.00 1.00 0.40 0.57 0.75 0.90 0.82 0.71 1.00 0.83
Suggestive feedback 0.85 0.76 0.80 0.69 0.95 0.80 0.68 0.98 0.80 0.67 0.66 0.67

Sexual keywords 0.78 1.00 0.88 0.50 0.57 0.53 0.38 0.71 0.50 0.50 0.29 0.36
Problematic keywords 0.64 0.78 0.70 0.86 0.58 0.69 0.57 0.85 0.68 0.25 0.03 0.05

micro avg 0.61 0.71 0.66 0.71 0.54 0.61 0.65 0.77 0.71 0.66 0.59 0.62
macro avg 0.65 0.77 0.69 0.74 0.55 0.59 0.68 0.79 0.72 0.62 0.65 0.62
macro avg w/o keywords 0.64 0.74 0.66 0.75 0.54 0.59 0.73 0.79 0.75 0.67 0.76 0.71

Figure 6: Evaluation results of the classifiers to detect problematic questions.

other with sticks or when I shout.

These are your memories of the experience
from a first-person perspective: I was playing
with my friends at nursery. We played outside in the
garden. We wore masks to play with. They were
monster masks. That was fun. Amir, Alessandro,
Siem, Livio and Nova were there. We also chased
each other with sticks. Noah scolded me. Noah
scolded me because I was hitting him with the
stick and shouting. But I carried on. Then Noah
got angry and I had to sit in the corner. I thought
that was stupid and it made me sad. I went down
to the cellar with Noah. Noah said that I’d get
an ice cream if I did well. I rarely get ice cream
at daycare. There are stairs down to the cellar
at the entrance, so we went down there. It was
weird in the basement. I was also a bit scared, it
was disgusting. I also saw a spider. Noah wasn’t
wearing anything in the cellar. We wore masks.
Noah wasn’t wearing a mask. Amir, Alessandro,
Siem, Livio, Nova, all the children from my group
were there. And Milena too. Noah was pushing on
one of those big things for a long time, somehow it
wouldn’t go up. I helped by pushing on the thing.
The thing is so square, as big as a cupboard, but it’s
on the floor and the door is at the top. I pushed on it
with both hands. The thing was heavy, it was stuck
somehow. Then the thing went up. The lid went up.
Somehow it jammed, but then the lid opened. Then
I was allowed to eat an ice cream. The ice cream
was in the thing. I was allowed to choose an ice
cream, I took a rocket ice cream. All the children
got an ice cream. Noah didn’t eat any ice cream.

You now take on the role of the child and only

answer in the role of the child. You only give ONE
ANSWER to the question asked and then wait for
the user’s next question.

Example: User: What is your name? You: My
name is Matteo. (Mood: neutral)»

A.3 Detailed Classification Results

Categories Test set Train set
(no category) 51 42
Suggestive feedback 45 107
Yes-no questions 25 51
Expectations 25 62
Pressure to justify 13 38
Forced choice questions 12 31
Speculation 10 16
Time 10 29
Promises 9 24

Additional Labels
Sexual keywords 7 16
Problematic keywords 32 96

Total 239 512

Figure 7: Dataset statistics for inappropriate question
detection (no. of annotations per category).

Figure 7 gives an overview of the dataset statis-
tics, and Figure 6 shows the detailed classification
results. We note that all classifiers seem to struggle
to detect “no category” (i.e., the harmless utter-
ances). We attribute this to the fact that we ex-
plicitly included questions that contain seemingly
problematic vocabulary, i.e. “Did he beat you in
chess?”. Also, we found the manual annotations for
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Categories Definitions Examples
Time How long did it take?

Forced choice questions Did you sit on the chair or on the bed?

Expectations

Pressure to justify Why didn’t you leave?

Suggestive feedback 

Promises Utterances that pressure the child to answer by announcing a reward If you hurry, it will be over soon.
Speculation Could she have done this before?

Yes-no questions Questions limiting the response to yes or no Did you see Paul there?

Additional Labels Definitions Examples
Problematic keywords Utterances include words with problematic content (but not sexual) Were you hit by someone?
Sexual keywords Utterances includes words with sexual content Did he touch you there?

Questions asking for an abstract temporal classification (time, date, day of the 
week, month, duration)
Questions that explicitly offer several options to choose from, often linked with 
"or"
Questions suggesting that something has happened to the child or that the child 
is feeling a certain way

Your dad touched you, didn`t he? You must be 
scared.

Questions that implicitly or explicitly asks the child to justify their own, 
possibly imperfect behaviour
Utterances that evalute the child`s answers positvely or negatively or express 
feelings of the interviewer

That’s awful!
I don’t like talking about it either.

Questions encouraging the child to speculate about things they do not know, 
remember or understand

Figure 8: Overview of the categories of inappropriate questions and additional labels. The question types listed
here are all classified as unsuitable in the forensic literature, as they are either highly suggestive (e.g. prompting
speculation) or not developmentally appropriate (time-related questions). Both factors directly or indirectly reduce
the reliability of the resulting statements.

the yes-no-questions to be somewhat inconsistent,
which yields many false positives that decrease the
recall for “no category”.

Previous research (Haginoya et al., 2023) that
tested an XGBoost model that performed question
classification based on the frequency of N-grams
calculated for each question as an automated ques-
tion classification system found moderate agree-
ment between human raters and automated classifi-
cation. When only two main categories were used
(recommended vs. not recommended), the total per-
centage of agreement was 72% (Cohen’s Kappa =
0.49). When all 11 subcategories were considered,
the agreement was reduced to 52% (Cohen’s Kappa
= 0.42). Hassan et al. (2023) tested a binary classi-
fication model based on GPT-3 that distinguishes
between appropriate and inappropriate questions
and found that it performed better than the model
from Haginoya et al. (2023).

A.4 UTAUT Questionnaire

Changes to UTAUT are shown in Figure 9.
Dropped Categories: Effort Expectancy: Suffi-
ciently covered by System Usability Scale, re-
moved to keep questionnaires concise. Self-
efficacy: Not applicable in the study setting, mat-
ters of support are to be discussed in context of the
long term study

A.5 Required Context Window Size
Estimation

To establish the required Context window size in
our setting, we transcribed and pseudonymized 12
real-world interviews of children (ages 3-11) to

get insights into statistical properties of such inter-
views. We found that on average, an interview con-
tained around 1000 turns (STD ∼600) and roughly
6000 words (STD ∼4000). We used the 80th per-
centile, i.e. around 8500 words, as the required
size to represent a full interview. Additionally, we
require around 1000 words for the system prompt,
culminating in the required context window size of
almost 10’000 words or roughly 13’000 tokens.

A.6 Eden AI Screenshots
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Category and Ques�on (original) Applied change Reason for change Ques�on used in study (German)

Performance Expectancy: Using the system enables 
me to accomplish tasks more quickly.

Changed phrasing to: "Using the tool allows me to learn 
doing child interroga�ons more competently"

The goal of the tool is to increase quality of interroga�ons, 
not speed

Das Tool ermöglicht mir zu lernen, Kindesbefragungen kompetenter 
durchzuführen.

A�tude toward using technology: I like working with 
the system.

Changed word "working" to "using" in German 
transla�on: "I liked using the tool"

To highlight the fact that the tool is developed for training 
purposes (not a business applica�on) Ich habe das Tool gerne genutzt.

Social Influence: In general, the organiza�on has 
supported the use of the system.

Changed phrasing to: "I think my employer would enable 
and support the use of this tool" 

Since the tool is not yet used in daily business, the original 
phrasing did not fit

Ich denke, mein Arbeitgeber würde den Einsatz dieses Tools 
ermöglichen und unterstützen.

Facilita�ng Condi�ons: The system is not compa�ble 
with other systems I use. 

Changes phrasing to: "The tool is compa�ble with other 
training materials on the subject of child interroga�on".

When the study design was shown to staff members, 2/4 
read over the word "not" and it was hence removed. 
There are no other systems involved in the trainings, 
however, compa�bility with the material (wri�en) was 
relevant.

Das Tool ist kompa�bel mit den andere Schulungsunterlagen zum 
Thema Kindesbefragungen.

Anxiety: I feel apprehensive about using the system. Transla�on only Ich habe bedenken, dieses Tool zu nutzen.

Behavioral inten�on to use the system: I intend to 
use the system in the next <n> months. 

Changed phrasing to: "If I could use the tool for 
independent skill enhancement during working hours I 
would do so" 

The system was not available for use to the par�cipants, so 
the �me-windows in which they think they would use it was 
poten�ally confusing and the inten�on to use it again was of 
interest. On top of that "working hours" was added to 
ensure the system would be seen in a work context

Wenn ich das Tool während der Arbeitszeit zur selbständigen 
Weiterbildung nutzen könnte, würde ich das tun.

Figure 9: Changes to UTAUT.

Table 2: Eden AI screenshot. Left: prompt, settings. Right: output.
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