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Abstract

Low-rank adaptation (LoRA) and its mixture-
of-experts (MOE) variants are highly effective
parameter-efficient fine-tuning (PEFT) meth-
ods. However, they introduce significant la-
tency in multi-tenant settings due to the LoRA
modules and MOE routers added to multiple
linear modules in the Transformer layer. To
address this issue, we propose Mixture of Low-
Rank Adaptation (MiLoRA), a novel and ef-
ficient LoRA variant. MiLoRA differs from
previous MOE-style LoRA methods by con-
sidering each LoRA module as an expert and
employing a prompt-aware routing mechanism.
This mechanism calculates expert routing re-
sults once before generating the first new to-
ken and reuses these results for subsequent
tokens, reducing latency. Extensive experi-
ments and analysis on commonsense reason-
ing tasks, math reasoning tasks, and widely
used LLM evaluation benchmarks demonstrate
that MiLoRA consistently outperforms strong
PEFT baselines with comparable tunable pa-
rameter budgets. Additionally, MiLoRA signif-
icantly reduces latency in multi-tenant settings
compared to previous LoRA-based methods.

1 Introduction

Large language models (LLMs) have been
achieving state-of-the-art (SOTA) results not only
in various natural language processing tasks (Qin
et al., 2023; Zhu et al., 2023) but also in numerous
challenging evaluation tasks (Huang et al., 2023;
Li et al., 2023), such as question answering, rea-
soning, math, safety, and instruction following. Al-
though LLMs are evolving into general task solvers,
fine-tuning remains essential for efficient LLM in-
ference and for controlling the style of the gener-
ated content (Xin et al., 2024; Ding et al., 2022).
Full-parameter fine-tuning of such large models
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is impractical due to the significant GPU mem-
ory and computational resources required. Con-
sequently, parameter-efficient fine-tuning (PEFT)
(Zhang et al., 2023b; Zhao et al., 2023) has gar-
nered considerable attention in the research com-
munity, as it typically involves tuning less than
1% of the LLMs’ parameters, thereby substantially
reducing computational costs.

Among many PEFT methods, the
reparameterization-based method low-rank
adaptation (LoRA) (Hu et al., 2021) is considered
one of the most effective methods for LLMs (Xu
et al., 2023; Ding et al., 2022; Xin et al., 2024).
Although LoRA is effective and can bring stable
performance with the original setting in Hu et al.
(2021), it still brings inconvenience under the
multi-tenant setting (Chen et al., 2023): it has to
add LoRA modules to multiple weights of the
Transformer layer and introducing significant
additional latency in every generation steps
under the multi-tenant setting. Recently, the
Mixture-of-Experts (MOE) style LoRA methods
(Chen et al., 2024; Yang et al., 2024; Liu et al.,
2023; Dou et al., 2023; Gou et al., 2023) have
surged, further pushing the performance ceilings
of LoRA fine-tuning. However, they introduce
the calculation of MOE routers, further increasing
inference latency. Thus, it is essential to develop a
novel variant of the LoRA method that introduces
minimum latency during generation and still can
perform competitively in downstream tasks.

In this work, we propose a novel PEFT
method called Mixture of Low-Rank Adaptation
(MiLoRA). Our MiLoRA method differs from the
previous literature on MOE-style LoRA methods
in the following two aspects. First, in MiLoRA, an
entire LoRA module is considered a LoRA expert,
and the LoRA router is responsible for determin-
ing which LoRA expert to activate. Second, we
propose the prompt-aware routing mechanism in-
stead of calculating the expert routing results for
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Figure 1: Schematic illustration of our MiLoRA method. Left: The architecture of a Transformer layer as in
LlaMA-2 (Touvron et al., 2023). There are seven linear modules and seven positions to add LoRA modules. Right:
Upon receiving an input prompt, the LoRA router before each Transformer layer will take the input prompt’s hidden
states as input features and go through a pooler, an activation function, and the MOE router network to determine
which LoRA module is activated (or used) (e.g., LoRA U in the figure). This routing decision is repeatedly used
when generating subsequent tokens.

every new token. Given an input prompt, the expert
routing results are calculated once, right before the
generation of the first new token. The subsequent
generation steps will reuse the expert routing re-
sults. Under the prompt-aware routing mechanism,
our LoRA router consists of a pooler operation, a
learnable activation function (Molina et al., 2019),
and a sparse MOE router.

We conduct extensive experiments and analy-
sis on various challenging tasks, including five
commonsense reasoning tasks, two math reasoning
tasks, and three widely used LLM evaluation bench-
marks. Our method can consistently outperform
strong PEFT baselines with comparable tunable pa-
rameter budgets, especially the recent LoRA vari-
ants. In addition, our MiLoRA method has signifi-
cantly lower latency under the multi-tenant setting
(Chen et al., 2023) than the previous LoRA-based
methods with comparable tunable parameters.

Our contributions are summarized as follows:

• we propose a novel LoRA variant, MiLoRA,
which combines the MOE mechanism with
LoRA in an efficient way.

• In MiLoRA, we treat each LoRA module as
an expert.

• We propose a prompt-aware routing mecha-
nism to avoid token-wise router calculations.

• We have conducted extensive experiments and
analysis showing that our MiLoRA frame-
work is (a) practical and outperforms the base-
lines under comparable parameter budgets. (b)
efficient during inference for LLMs.

2 Related works

Since LoRA is the most popular PEFT method
in the era of large language models, many works
are devoted to improving upon LoRA. AdaLoRA
(Zhang et al., 2023a) looks into the parameter al-
location of LoRA modules. VERA (Kopiczko
et al., 2023) investigate whether one could freeze
the randomly initialized LoRA matrices and only
learn a set of scaling vectors. Recently, a series of
works has been looking into combining Mixture-of-
Experts (MoE) (Shazeer et al., 2017; Jacobs et al.,
1991) and LoRA. LLaVA-MoLE (Chen et al., 2024)
effectively routes tokens to domain-specific LoRA
experts, mitigating data conflicts and achieving con-
sistent performance gains over the original LoRA
method. MOELoRA (Liu et al., 2023) proves that
fine-tuning LoRA modules with a MOE router en-
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ables the LLMs to perform well in a multi-task
learning setting. MoRAL (Yang et al., 2024) ad-
dresses the challenge of adapting LLMs to new
domains/tasks and enabling them to be efficient
lifelong learners using the MOE techniques. Lo-
RAMoE (Dou et al., 2023) integrates LoRAs using
a router network to alleviate world knowledge for-
getting after instruction tuning. MoCLE (Gou et al.,
2023) proposes a MoE architecture to activate task-
customized model parameters based on instruction
clusters.

Although performing well in fine-tuning, these
methods introduce high additional latency since
(a) these methods do not reduce the number of
LoRA modules in the Transformer backbone. (b)
the routers and LoRA modules must be called when
generating each new token. Our MiLoRA method
addresses this efficiency issue by (a) only calling
the LoRA routers when encoding the input prompt
and before generating the first new token. (b) only
activate one LoRA module per Transformer layer.

3 Methods

In this section, we first introduce the founda-
tional concepts of LoRA and MoEs and then elabo-
rate on the architectural design of MiLoRA.

3.1 Preliminaries
Transformer model As depicted in Figure 1,
each Transformer layer of a LLM such as LlaMA-2
(Touvron et al., 2023) consists of a multi-head self-
attention (MHA) sub-layer and a fully connected
feed-forward (FFN) sub-layer. MHA contains four
linear modules, which are the Query (Q), Key (K),
Value (V), and Output (O) modules. FFN contains
three linear modules: Gate (G), Up (U), and Down
(D). For notation convenience, we will refer to
the number of modules in a Transformer block as
Nmod. Thus, in LlaMA-2, Nmod = 7.
LoRA For any Transformer module m ∈
{Q, K, V, O, G, U, D}, the LoRA method adds a
pair of low-rank matrices to reparameterize its
weights. Formally, the forward calculation of mod-
ule m with LoRA is:

x
′
= xWm + xWA

mWB
m + bm, (1)

where Wm ∈ Rd1×d2 is the weight matrix of mod-
ule m, bm is its bias term. WA

m ∈ Rd1×r and
WB

m ∈ Rr×d2 are the low-rank matrices for the
LoRA module, and r ≪ min(d1, d2). r is the rank
of the two matrices and will also be referred to as
the rank of the LoRA module.

3.2 Motivation
As demonstrated later in Table 4, the existing

works on MOE style LoRA significantly slow down
the LLM backbone during inference, reducing to-
kens per second (tps) by around 20%. Each LoRA
module is decomposed into multiple experts in
these works, and a router should be called to deter-
mine which experts are activated. The calculations
of multiple LoRA modules and multiple routers
per layer are executed when generating every new
token, resulting in latency that is not negligible. In
order to improve the efficiency of such MOE LoRA
methods, we need to investigate the following re-
search questions:
RQ1. Can we treat a LoRA module as an expert
so that each Transformer layer has only one LoRA
router and activate only one such expert per layer?
RQ2. Can the LoRA router be called once for an
input prompt?

3.3 Prompt-aware LoRA router
Trying to investigate RQ1 and RQ2, we now try

to propose the details of our MiLoRA method. The
core of MiLoRA is the prompt-aware routing mech-
anism. Under this mechanism, the LoRA router
takes the input prompt’s hidden states as input and
outputs the activated LoRA experts for the current
layer. Different from the previous works (Chen
et al., 2024; Yang et al., 2024; Liu et al., 2023; Dou
et al., 2023; Gou et al., 2023), our work: (a) only
calculates the LoRA routers once when the input
prompt is fed through the Transformer backbone
for the first time and right before generating the first
new token. The routers’ activation decisions will be
repeatedly used in the subsequent generation steps.
(b) determine the activated LoRA experts at the
Transformer’s layer level, selecting which Trans-
former module is modified by its corresponding
LoRA module.

As shown in Figure 1, to generate a response, the
input prompt has to go through the LLM backbone
to obtain the hidden representations. Denote the
hidden state of the input prompt with length np

right before Transformer layer l as Hl ∈ Rnp×d.
Then a pooling operation Pooler() aggregates the
semantic information in Hl and transforms it to
hl ∈ R1×d:

hl = Pooler(Hl). (2)

Here, according to (Zhu, 2021b,a), the Pooler op-
eration can be one of the following: (a) last-token
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pooling, which is to use the vector representation
of the last token in the prompt as hl. This pooler is
widely used when decoder-based models perform
sentence classification tasks. (b) average pooling.
(c) max pooling. (d) self-attention-based pooling,
whose detail is introduced in Appendix C.

Then, hl will go through an activation function
g and then the LoRA router Rl right before layer
l. Rl assigns the current input prompt to the most
suitable LoRA expert. This router contains (a) a lin-
ear layer that computes the probability of hl being
routed to each LoRA expert LoRAm, (b) a softmax
function to model a probability distribution over
the LoRA experts, and finally, (c) a Top-k function
that choose the top k > 0 experts with the highest
probability masses. Formally,

Rl(hl) = Top-k(Softmax(g(hl)W l
r)), (3)

where W l
r ∈ Rd×Nmod is the router’s weight. The

LoRA router dynamically selects the best k experts
for each input prompt during inference. Note that
the router is only called once before a new token
is generated. The activated LoRA experts are used
throughout the whole generation process.

Following Fedus et al. (2022), we add a load
balancing loss to the training loss function. Con-
sider a training batch B with NB samples, let f l

i

represent the proportion of prompts assigned to the
i-th LoRA expert in layer l,

f l
i =

1

NB

∑

x∈B
1{argmax

j
plj(x) = i}, (4)

where plj is the probability of expert j, output by the
router l. Let p̂li be the average of probability masses

received by the i-th expert, p̂li =
1

NB

∑
x∈B pli(x).

Then, the load balancing loss is given by:

Llb = Nmod

Nmod∑

i=1

f l
i · p̂li. (5)

The Llb loss term is added to the cross entropy loss
with a coefficient λlb ≥ 0.

3.4 Learned activation functions
The previous PEFT literature usually set the ac-

tivation functions in a PEFT module to be ReLU
(Mahabadi et al., 2021; Pfeiffer et al., 2021; Liu
et al., 2022b) and does not discuss whether this
setting is optimal. In addition, the PEFT modules’
activation functions in different Transformer layers

are usually set to be identical. As will be presented
later in Table 5, it is beneficial for LoRA routers of
different depths to have different activation func-
tions. Thus, how can we find an optimal setting
for the LoRA routers’ activation functions? Ex-
haustive hyper-parameter search is time and GPU-
consuming. Thus, we are motivated to set the acti-
vation function to be learnable during training.

We resort to rational activation functions
(Molina et al., 2019), which are learnable and
can approximate common activation functions and
learn new ones. The rational activation function
R(x) of order m, n is defined as follows:

Ra(x) =

∑m
j=0 ajx

j

1 + ∥∑n
i=1 bix

i∥ , (6)

where aj and bi are learnable parameters. The ra-
tional activation functions are successfully applied
in image classification (Molina et al., 2019) and
sequence modeling (Delfosse et al., 2021).

Inspired by the above literature, we propose
learning the activation functions in LoRA routers
via the rational activation functions when finetun-
ing a downstream task. Denote the set of parame-
ters in the learnable activations as Θ and the other
parameters in the LoRA routers and LoRA experts
as Ω. Following DARTS (Liu et al., 2019), we con-
sider Θ as architectural parameters and optimize
them along with Ω via bi-level optimization. Due to
limited length, we introduce bi-level optimization
in Appendix A.

4 Experiments

In this section, we conduct a series of ex-
periments and analysis to evaluate our MiLoRA
method.

4.1 Datasets and evaluation metrics
We compare our approach to the baselines on a

collection of challenging tasks: (a) five benchmark
common-sense question-answering tasks, ARC-e
and ARC-c (Clark et al., 2018), OBQA (Mihaylov
et al., 2018), PIQA (Bisk et al., 2020), BoolQ
(Clark et al., 2019). (b) two math reasoning tasks,
AQuA (Ling et al., 2017) and GSM8k (Cobbe et al.,
2021). We utilize the chain-of-thought (COT) ratio-
nales for these samples provided by Hu et al. (2023)
for training on these math tasks. All rationales are
generated through zero-shot CoT (Wei et al., 2022;
Kojima et al., 2022) on GPT-3.51, but without un-

1https://platform.openai.com/docs/models
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dergoing any error filtering. (c) MT-Bench (Zheng
et al., 2023), MMLU (Hendrycks et al., 2020), and
BBH (Suzgun et al., 2022). Since these tasks pro-
vide no training data, we utilize the Alpaca (Taori
et al., 2023) dataset for instruction tuning. The
detailed statistics, and evaluation metrics can be
found in Appendix B.

4.2 Baselines

We compare our MiLoRA framework with the
current SOTA PEFT baseline methods.
LoRA and its variants we consider the follow-
ing LoRA variants as baselines: (a) the original
LoRA (Hu et al., 2021); (b) AdaLoRA (Zhang
et al., 2023a), which adaptively adjust the LoRA
parameters among different Transformer modules.
(c) MOELoRA (Liu et al., 2023), which consid-
ers each LoRA module as a mixture of single-rank
LoRA experts. (d) DoRA (Liu et al., 2024), one of
the most recent variants of LoRA that decomposes
the pre-trained weights into two components, mag-
nitude, and direction, for fine-tuning, specifically
employing LoRA for directional updates.
Other PEFT methods We also consider the most
recent PEFT methods: (a) Parallel-Adapter pro-
posed by He et al. (2021); (b) Learned-Adapter
(Zhang et al., 2023b). (c) P-tuning v2 (Liu et al.,
2021). (d) IAPT (Zhu et al., 2024). (e) BitFit (Ben-
Zaken et al., 2021). (f) (IA)3 (Liu et al., 2022a),
which multiplies learnable vectors to the hidden
states in different modules of the Transformer layer.
(g) SSP (Hu et al., 2022), which is a representa-
tive work on combining different PEFT methods,
including LoRA and BitFit.

The baselines are implemented using their
open-sourced codes. We only adjust the hyper-
parameters related to tunable parameter numbers
to fairly compare the baseline methods and our
MiLoRA method.

4.3 Experiment Settings

Computing infrastures We run all our experi-
ments on NVIDIA A40 (48GB) GPUs.
Pretrained backbones The main experiments
use the most recent open-sourced LLMs, LlaMA-2
7B (Touvron et al., 2023) as the pretrained back-
bone model. In the ablation studies, we will
also use the recently released LlaMA-2 13B and
Gemma 2B (Team et al., 2024).
Prediction heads When fine-tuning LlaMA-2
7B, we only consider the supervised fine-tuning

(SFT) setting (Ouyang et al., 2022). After receiv-
ing a prompt or instruction, all the predictions are
generated using the language modeling head (LM
head). No additional prediction heads are installed
to make categorical or numerical predictions. For
decoding during inference, we use beam search
with beam size 3.
Hyper-parameters for the MiLoRA framework
In our experiments, unless otherwise specified, we
set: (a) the rank of each LoRA expert is set to
r = 32. (b) k is set to 3. That is, each router
activates one expert. (c) the LoRA router adopts
the self-attention pooler. (d) the hyper-parameters
of the rational activation are m = 6, n = 5, and
th e learnable parameters aj and bi are initialized
by approximating the GeLU activation function.
(e) λlb is set to 1e-2. Under the above settings,
our MiLoRA method will introduce 80.9M tunable
parameters and, at most, 16.4M activated PEFT pa-
rameters to the LlaMA-2 7B backbone. The hyper-
parameters for training are specified in Appendix
D.
Reproducibility We run each task under five
different random seeds and report the median per-
formance on the test set of each task.

Due to limited length, other experimental set-
tings for the baseline methods and the training pro-
cedure are in Appendix D.

4.4 Main results

Single-task setup. In this setup, We compare
MiLoRA with baseline PEFT methods by employ-
ing these methods for fine-tuning a single task. The
experimental results on the five commonsense rea-
soning tasks and two math reasoning tasks are pre-
sented in Table 1. We present the number of tunable
parameters in the second column and the average
activated parameters in the third column. Table
1 reveals that our MiLoRA method outperforms
the baseline methods across all seven tasks, with
comparable tunable parameters and much fewer
activated parameters. In particular, MiLoRA out-
performs the previous SOTA LoRA style baselines
like AdaLoRA, DoRA, and MOELoRA with com-
parable parameters. These results demonstrate that
our method is good at downstream task adaptation
of large language models.
Multi-task setup. Table 2 presents the results
of LoRA, DoRA, MOELORA, and MiLoRA with
LLaMA2-7B in multi-task learning. In contrast
to the single-task setup in Table 1, during multi-
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Method
Tunable Activated ARC-e ARC-c BoolQ OBQA PIQA AQuA GSM8k

Avg.
Params Params (acc) (acc) (acc) (acc) (acc) (acc) (acc)

Baselines
Parallel-Adapter 83.9M 83.9M 67.1 54.2 65.2 76.3 69.8 15.6 26.4 53.5
Learned-Adapter 81.8M 81.8M 69.3 54.4 64.9 78.4 75.6 18.3 28.9 55.7

P-tuning v2 84.5M 84.5M 63.5 51.3 61.2 76.1 66.2 9.63 21.1 49.9
IAPT 83.9M 83.9M 66.3 54.7 67.8 79.2 77.3 13.6 25.8 55.0
BitFit 87.0M 87.0M 65.9 54.1 66.4 77.2 76.6 11.8 21.7 53.4
(IA)3 78.6M 78.6M 68.1 54.6 67.2 78.1 75.4 13.2 23.4 54.3
SSP 80.6M 80.6M 71.6 57.6 69.6 79.5 79.7 15.9 31.8 58.0

LoRA 80.0M 80.0M 73.4 57.2 68.8 80.1 81.4 16.6 31.1 58.4
AdaLoRA 80.0M 80.0M 73.8 57.9 69.2 80.4 82.1 17.6 31.7 59.0

MOELoRA 87.3M 30.1M 76.8 60.2 72.0 81.1 82.7 18.3 32.3 60.4
DoRA 80.0M 80.0M 76.5 59.8 71.7 80.6 82.7 17.9 32.6 60.3

Our proposed methods
MiLoRA (ours) 80.9M 25.2M 77.8 61.2 72.8 81.7 83.3 19.9 33.9 61.5
MiDoRA (ours) 80.9M 25.8M 77.5 61.3 72.9 81.3 83.1 19.3 34.1 61.3

Table 1: The Overall comparison of different PEFT methods for single-task learning. The backbone model is
LlaMA-2 7B. We report the median accuracy over five random seeds. Bold and Underline indicate the best and the
second-best results.

Method
Activated

ST/MT
ARC-e ARC-c BoolQ OBQA PIQA

Avg.
Params (acc) (acc) (acc) (acc) (acc)

LoRA 80.0M
ST 73.4 57.2 68.8 80.1 81.4 72.2
MT 67.2 ( -6.2 ) 55.1 ( -2.1 ) 69.1 ( +0.3 ) 80.9 ( +0.8 ) 78.6 ( -2.8 ) 70.2 ( -2.0 )

MOELoRA 17.3M
ST 76.8 60.2 72.0 81.1 82.7 74.6
MT 76.1 ( -0.7 ) 59.3 ( -0.9 ) 71.5 ( +0.1 ) 80.7 ( -0.4 ) 82.1 ( -0.3 ) 73.9 ( -0.5 )

DoRA 80.0M
ST 76.5 59.8 71.7 80.6 82.7 74.3
MT 74.1 ( -2.4 ) 59.6 ( -0.2 ) 67.4 ( -4.3 ) 79.2 ( -1.4 ) 80.4 ( -2.3 ) 72.1 ( -2.2 )

MiLoRA (ours)
12.1M ST 77.8 61.2 72.8 81.7 83.3 75.4
12.3M MT 77.4 ( -0.4 ) 61.5 ( +0.3 ) 72.3 ( -0.3 ) 81.3 ( -0.4 ) 83.5 ( +0.3 ) 75.2 ( -0.1 )

Table 2: The Overall comparison of different PEFT methods for multi-task learning. The backbone model is
LlaMA-2 7B. ST refers to the single-task setup, while MT refers to the multi-task setup. We report the average
accuracy scores over five different runs, with the difference between MT and ST in red font in the brackets.

task learning, we mixed training data from ARC,
BoolQ, OBQA, and PIQA to train the model, fol-
lowed by separate evaluations to investigate the
generalization ability of each method. The re-
sults indicate that (a) compared to single-task learn-
ing, LoRA and DoRA exhibit degradation in aver-
age accuracy in multi-task learning (LoRA: -2.0%,
DoRA: -2.25%). At the same time, MOELORA
and MiLoRA maintain nearly the same average ac-
curacy. MiLoRA presents nearly no performance
loss regarding the average score.
Results for general-purpose instruction tuning.
After the LlaMA-2 7B is fine-tuned on the Al-
paca (Taori et al., 2023) dataset with our MiLoRA
method or the MOELoRA methods, we utilize the
challenging benchmarks, MT-Bench (Zheng et al.,
2023), MMLU (Hendrycks et al., 2020), and BBH
(Suzgun et al., 2022), for evaluation. We report
the average GPT-4 score (gpt4-score) on the MT-
Bench. Table 3 presents the results. Consistent

Method
MT-Bench MMLU BBH

gpt4-score (↑) acc acc
MOELoRA 7.08 48.2 36.8

MiLoRA 7.21 49.7 37.3

Table 3: Performance of general-purpose instruction
tuning using the MiLoRA and MOELoRA methods.
The backbone model is LlaMA-2 7B. ↑ means the metric
is higher the better.

with the previous experiments (Table 1 and 2),
our MiLoRA method outperforms the MOELoRA
methods on the three benchmarks, demonstrating
that MiLoRA is superior in enhancing the instruc-
tion tuning quality of large language models.

4.5 Ablation studies and further analysis

Analysis of the inference efficiency To demon-
strate the inference efficiency of our MiLoRA
method, we now compare the GPU memory and de-
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Method Beam size Speed Memory cost
(tps) (MiB)

DoRA
1 36.5 13784
3 29.6 15292

MOELoRA
1 35.9 13788
3 28.4 15352

MiLoRA
1 43.7 13784
3 33.5 15300

Table 4: The memory and speed of LlaMA-2 7B for
generating responses given input instructions, with dif-
ferent PEFT methods.

coding speed of MiLoRA, DoRA, and MOELoRA
under beam search with different beam sizes. In
this experiment, LoRA parameters are not merged
to the backbone to mimic the single-LLM multi-
tenant setting (Chen et al., 2023). We present two
metrics for measuring efficiency: (a) peak mem-
ory cost (in MiB). (b) tokens generated per second
(tps). The results are presented in Table 4.

From Table 4, under beam sizes 1 and 3,
the MiLoRA method has a comparable memory
cost with MOELoRA and DoRA. However, its
generation speed in terms of tps is significantly
higher. With beam size 1, MiLoRA is 21.7% faster
than MOELoRA and 19.7% faster than DoRA.
With beam size 3, MiLoRA is 17.9% faster than
MOELoRA and 13.2% faster than DoRA. The
speed advantages of MiLoRA come from the fol-
lowing factors: (a) our method only calls the LoRA
router at each Transformer layer when the input
prompt goes through the LLM for the first time
and right before generating the first new token. In
contrast, MOELoRA and almost all the existing
MOE-based LoRA variants require one to call mul-
tiple routers per layer when generating every new
token. (b) our method significantly reduces the
number of LoRA modules activated to modify the
LLM backbone at each decoding step, making gen-
erating new tokens more efficient.
Distributions of activated LoRA experts We
now compare the distribution of LoRA experts
across all Transformer layers on the MT-Bench,
BoolQ, and PIQA tasks, in Figure 2. We can ob-
serve that: (a) Different Transformer layers choose
to activate different LoRA experts via their corre-
sponding routers, and the maximum proportion a
LoRA expert can achieve is less than 30%. The
results are intuitive since Transformer layers of
different depths represent different knowledge, re-
quiring different LoRA experts to express. (b) the

Figure 2: Distribution of LoRA experts across Trans-
former layers.

Method BoolQ PIQA MMLU
(acc) (acc) (acc)

MiLoRA 72.8 83.3 49.7
MiLoRA-1 72.5 83.1 49.5
MiLoRA-2 72.4 82.9 49.6
MiLoRA-3 72.3 82.8 49.3
MiLoRA-4 71.5 82.0 48.7
MiLoRA-5 72.4 82.9 49.4

Table 5: The comparison of MiLoRA’s variants on the
BoolQ, PIQA, and MMLU tasks. The backbone model
is LlaMA-2 7B.

LoRA distributions on different tasks are differ-
ent. For example, a few layers activate LoRA Q or
LoRA K on the MT-Bench and BoolQ tasks, while
these two LoRA experts are frequently selected for
the PIQA task.
Ablation study of MiLoRA framework We
now consider the following variants of MiLoRA:
(a) MiLoRA-1 substitutes the self-attention pooling
to average pooling. (b) MiLoRA-2 substitutes the
self-attention pooling to the last-token pooling. (c)
MiLoRA-3 uses the GeLU activation function g
for the LoRA router. (d) MiLoRA-4 uses ReLU
for the first 16 layers’ LoRA routers and GeLU for
the deeper 16 layers’. (e) MiLoRA-5 uses GeLU
for the first 16 layers’ LoRA routers and ReLU for
the deeper 16 layers’. The experimental results on
the BoolQ, PIQA, and MMLU tasks are reported
in Table 5.

The results show that MiLoRA under the de-
fault settings (as in Table 1) outperforms the five
variants. In addition, (a) comparing MiLoRA-1
and MiLoRA-2 to MiLoRA shows that the self-
attention poolers provide high-quality information
aggregation, leading to proper LoRA expert selec-
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Figure 3: Performances under different proportion of activated experts.

tion. (b) Comparing MiLoRA-5 to MiLoRA-3 and
MiLoRA-4 demonstrates that using different acti-
vation functions for different layers’ routers leads
to a performance boost. (c) However, MiLoRA out-
performs MiLoRA-3, MiLoRA-4, and MiLoRA-5,
demonstrating that learnable activation functions
can fit a proper activation function for each LoRA
router and enhance downstream adaptation capabil-
ity.
Effects of k. In Table 1 and 2, we set the num-
ber of activated LoRA experts, k, to 3. Now, we
alter k to {1, 2, 4, 5, 6, 7}, altering the propor-
tion of activated LoRA experts. As a comparison,
we also alter the proportion of activated experts in
MOELoRA. The results of the BoolQ and PIQA
tasks are presented in Figures 3(a) and 3(b), respec-
tively. The results show that: (a) With the increased
number of activated experts, the performance of
the two methods first increases and then decreases.
When the proportion of activated experts becomes
1, the two methods reduce to the vanilla LoRA. (b)
Our MiLoRA consistently performs superior to the
MOELoRA method, demonstrating our method’s
effectiveness in locating the Transformer modules
that need LoRA modules the most.
Effects of the coefficient λlb In Table 1, we set
router loss coefficient, λlb, to 1e-2. Now, we alter
λlb to {0.0, 1e-3, 1e-1, 1e0}, and conduct experi-
ments on the BoolQ and PIQA tasks. The results
are reported in Figure 4(a) and 4(b). Results show
that: (a) MiLoRA achieves the highest average
accuracy with the coefficient 1e-2. (b) Disabling
router loss or using a higher coefficient results in
lower average accuracy. These results suggest that
a reasonable router loss coefficient can help address
the imbalance problem of experts, while a higher
coefficient can impede model convergence during
fine-tuning.
Comparisons under different budgets of tunable
parameters We vary the budget of tunable pa-

rameters for MiLoRA by modifying the values of
m = 32 to {8, 16, 64, 128, 256}. We also vary the
MOELoRA method’s tunable parameter numbers.
The experimental results on the BoolQ and PIQA
tasks are presented in Figure 5(a) and 5(b). The
results show that under different tunable parameter
budgets, our MiLoRA method (a) can consistently
outperform the LoRA and LPT methods, and (b)
is more robust to decreases in tunable parameter
numbers.
Ablation on the pretrained backbones Our
main experiments are conducted on the LlaMA-2
7B model. To demonstrate the broad applicabil-
ity of our method, we now conduct experiments
on LlaMA-2 13B and Gemma 2B. The results are
reported in Table 7 of Appendix E. We can see
that our MiLoRA method can also outperform the
baseline methods on these two backbones.

5 Conclusion

This work presents the Mixture of LoRA
(MiLoRA) method, a novel method for the
parameter-efficient fine-tuning of large language
models. Different from previous literature on MOE
style LoRA methods, MiLoRA: (a) activates LoRA
experts at the Transformer layer level, determining
which Transformer module’s LoRA is activated.
(b) The decision to activate which LoRA expert is
conditioned on the input prompt. (c) for a given
prompt, the LoRA routers are called only once. The
subsequent token generation steps reuse the routers’
decisions. In order to improve our framework’s
downstream performance, we propose to learn dif-
ferent activation functions during fine-tuning for
LoRA routers of different depths. Our method is
convenient to implement and off-the-shelf. Ex-
periments on various tasks demonstrate that our
MiLoRA method outperforms the baseline meth-
ods while being efficient in inference.
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Figure 4: Performances under different coefficient λlb.

Figure 5: Performances under different numbers of tunable parameters.

Limitations

We showed that our proposed method can im-
prove the performance of parameter-efficient tun-
ing on diverse tasks and different pretrained mod-
els (i.e., LlaMA-2 7B, LlaMA-2 13B, Gemma 2B).
However, we acknowledge the following limita-
tions: (a) the more super-sized open-sourced LLMs,
such as LlaMA-2 70B, are not experimented due to
limited computation resources. (b) Other tasks in
natural language processing, like information ex-
traction, were also not considered. But our frame-
work can be easily transferred to other backbone
architectures and different types of tasks. It would
be of interest to investigate if the superiority of our
method holds for other large-scaled backbone mod-
els and other types of tasks. And we will explore it
in future work.

Ethics Statement

The finding and proposed method aims to im-
prove the soft prompt based tuning in terms of
better downstream performances whiling pursuing
efficiency. The used datasets are widely used in pre-
vious work and, to our knowledge, do not have any
attached privacy or ethical issues. In this work, we
have experimented with LlaMA-2 models, a mod-
ern large language model series. As with all LLMs,
LlaMA-2’s potential outputs cannot be predicted
in advance, and the model may in some instances

produce inaccurate, biased or other objectionable
responses to user prompts. However, this work’s in-
tent is to conduct research on different fine-tuning
methods for LLMs, not building applications to
general users. In the future, we would like to con-
duct further tests to see how our method affects the
safety aspects of LLMs.
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A Appendix: introduction to bi-level
optimization

The bi-level optimization (Liu et al., 2019) opti-
mize Θ conditioned on the optimized parameters
of Ω∗. Denote the training set as Dtrain, and the
validation set as Dval. The inner and outer levels
of optimization are conducted on these two sepa-
rate splits of the task dataset, which is analogous
to validating architectures trained on Dtrain using
a different split Dval to avoid over-fitting. Thus the
optimization objective is:

min
Θ

L(Dval,Ω
∗,Θ),

s.t. Ω∗ = argmin
Ω

L(Dtrain,Ω,Θ), (7)

where L() is the objective function on a given
downstream task, such as cross entropy loss. The
above bi-level optimization problem is approxi-
mated with an alternating optimization strategy.
The gradients of Ω are calculated with batches of
samples from Dtrain, and the gradients of Θ are
calculated on Dval.

B Appendix for the datsets and evaluation
metrics

B.1 Dataset statistics
The detailed statistics of the above tasks’

datasets are presented in Table 6.

B.2 Evaluation metrics/protocols
For the commonsense reasoning and math rea-

soning tasks, since they usually come with a def-
inite answer choice, we will directly consider the
correctness of the final answers. Thus, we report
accuracy (denoted as acc).

For evaluating the quality of instruction tuned
LlaMA-2 7B on the MT-Bench, we follow the cur-
rent common practice of utilizing GPT-4 as a un-
biased reviewer (Zheng et al., 2023). We gener-
ate model responses from a fine-tuned model with
beam size 3 with the generation function in Hug-
gingface Transformers (Wolf et al., 2020a). Then
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Datasets #train #dev #test Type Metrics
Commonsense reasoning tasks

BoolQ 9427 - 3270 Commonsense reasoning acc
OBQA 4957 500 500 Commonsense reasoning acc
ARC-e 2251 570 2376 Commonsense reasoning acc
ARC-c 1119 299 1172 Commonsense reasoning acc
PIQA 16,000 2,000 3,000 Commonsense reasoning acc

Math reasoning tasks
AQuA 97467 254 254 Math reasoning acc

GSM8K 7473 - 1319 Math reasoning acc
Instruction tuning

Alpaca 50k - - Instruction tuning -
LLM evaluation tasks

MT-Bench - - 80 Question answering GPT-4 scores
MMLU - - 14042 Question Answering acc

BBH - - 6,511 Question Answering acc

Table 6: The dataset statistics.

we compare MOELoRA and MiLoRA’s answers
with GPT-4. For each instruction in MT-Bench,
GPT-4 (OpenAI, 2023) is asked to write a review
for both answers from the two methods, and as-
signs a quantitative score on a scale of 10 to each
response.

C Details for the self-attention based
pooler

Our LoRA routers must pool the input prompts
of variable lengths to a fixed length. For the pool-
ing operation, the previous literature often chooses
average pooling or max pooling (Kim, 2014; Zhu
et al., 2021; Zhu, 2021a), which are pointed out
by the literature (Zhu, 2021b) that they are prone
to weaken important words when the input se-
quence is long, thus dropping useful information
during pooling. Thus, in this work, we utilize the
self-attention mechanism in our pooling module
Pooler(). Self-Attention assigns each token in the
input instruction a weight to indicate the impor-
tance of the token. A few crucial tokens to the task
will be emphasized, while the less important tokens
are ignored. Formally, we initialize a learnable
weight matrix Wsa ∈ Rd×1, then the self-attention
based pooler’s calculation processes are:

U = hWsa,

A = Softmax(U),

p = A⊺h, (8)

where p ∈ Rnp×d is the input tesor, Softmax is the
softmax function along the first dimension, and ⊺

denotes matrix transpose. In the above equations,
each column of Wsa is a trainable query vector
designated to determine the self-attention weights
via dot products between this query and each to-
ken. Then, the weights are normalized across the
sequence dimension via the softmax normalization
function. Corresponding to different soft tokens,
different query vectors in Wsa can aggregate the in-
put instructions in different aspects, thus providing
a high-quality summarization of the instruction’s
semantic information.

D Appendix for Experimental settings

Here, we provide more details for experimental
settings.
Hyper-parameters for the baseline PEFT meth-
ods For P-tuning V2, the number of prompt to-
kens at each layer is set to 16, and the soft prompts
are initialized with dimension 640, and then is pro-
jected to dimension 4096. For IAPT, the prompt
length is 4, and the bottleneck dimension for the
prompt generator is 320.

For the Parallel-Adapter and Learned-Adapter,
the bottleneck dimension is set to 160. Adapters
are connected to both the self-attention and FFN
sub-layer.

We adjust the sparsity for SSP so that the number
of tunable parameters is comparable with MiLoRA
and the other baselines. For BitFit, the bias vec-
tors are initialized with dimension 64, and then a
learnable projection layer projects it to the same
dimension with the LlaMA-2 backbone. For (IA)3,
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the activation adjusting vectors are added the Query,
Key, and Up activations. The adjusting vectors are
initialized with dimension 128, and then a learnable
projection layer projects it to the same dimension
with the LlaMA-2 backbone.

For LoRA, the rank size r at each LoRA module
is set to 32. For AdaLoRA, the initial rank at each
module is set to 64, and half of the rank budget
is pruned during fine-tuning. For MOELoRA, the
rank size r at each LoRA module is set to 32, and
the LoRA modules is reformulated as 32 single-
rank LoRAs. Then each 4 forms an expert. Thus, a
LoRA module consists of 8 experts, and the router
is top-4 router, activating 4 of the expert for pre-
dicting the next token. DoRA also sets the rank
size r to 32.
Training settings for PEFT methods We use
the HugginFace Transformers (Wolf et al., 2020b),
PEFT (Mangrulkar et al., 2022), or the original
code repositories for implementing all the meth-
ods, and for training and making predictions. For
fine-tuning LlaMA-2 7B model, the maximum se-
quence length is set to 768. The maximum training
epoch is set to 10. The batch size is set between
16 for task with less than 10k training set, and 128
otherwise. We use AdamW as the optimizer with
a linear learning rate decay schedule and 6% of
the training steps for warm-up. The learning rate
is set to 1e-4. For MiLoRA, the load balance loss
coefficient λlb is set to 1e-2. For the bi-level opti-
mization of learnable activations, the validation set
is the same with the dev set. The hyper-parameters
for calculating the gradients of the architectural
parameters are the same with the normal training
procedure, except that the learning rate is 1e-6.
The other hyper-parameters are kept the same with
(Wolf et al., 2020b). In every 200 steps, the model
is evaluated on the dev set to calculate dev set per-
plexity. Patience is set to 10, that is, if the model
does not achieve a lower dev set perplexity for 10
evaluation runs, the training stops early. The best
checkpoint on the dev set is used to run predictions
on the test set.

E Ablation on the pretrained backbones

Our main experiments are conducted on the
LlaMA-2 7B model. To demonstrate that our
method works well regardless of the backbone mod-
els, we now conduct experiments on the LlaMA-2
13B model and Gemma 2B models. The other ex-
perimental settings are kept the same with the main

Method BoolQ PIQA MMLU
(acc) (acc) (acc)

Results for LlaMA-2 13B
MOELoRA 73.5 85.8 50.5

MiLoRA 74.9 86.6 51.2
Results for Gemma 2B

MOELoRA 62.3 79.4 39.8
MiLoRA 63.9 80.3 40.7

Table 7: Results for different PEFT methods on the
BoolQ, PIQA and MMLU benchmarks. The backbone
LMs are LlaMA-2 13B, an Gemma 2B.

experiments (Table 1). We conduct experiments on
the BoolQ, PIQA and MMLU tasks. The results
are reported in Table 7.
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