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Abstract

Following multiple instructions is a crucial abil-
ity for large language models (LLMs). Evalu-
ating this ability comes with significant chal-
lenges: (i) limited coherence between multiple
instructions, (ii) positional bias where the or-
der of instructions affects model performance,
and (iii) a lack of objectively verifiable tasks.
To address these issues, we introduce a bench-
mark designed to evaluate models’ abilities to
follow multiple instructions through sequen-
tial instruction following (SIFo) tasks. In SIFo,
the successful completion of multiple instruc-
tions is verifiable by examining only the final
instruction. Our benchmark evaluates instruc-
tion following using four tasks (text modifi-
cation, question answering, mathematics, and
security rules), each assessing different aspects
of sequential instruction following. Our evalua-
tion of popular LLMs, both closed-source and
open-source, shows that more recent and larger
models significantly outperform their older and
smaller counterparts on the SIFo tasks, validat-
ing the benchmark’s effectiveness. All models
struggle with following sequences of instruc-
tions, hinting at an important lack of robustness
of today’s language models.

1 Introduction

Recent advances in training large language models
(LLMs) to follow instructions have significantly
improved their ability to comprehend open-ended
language commands, encompassing a wide range
of needs, preferences, and values (Achiam et al.,
2023; Ouyang et al., 2022). Despite these improve-
ments, it is still an open question whether and to
what extent LLMs, typically trained with single
task instructions, can perform complex tasks where
following a sequence of instructions is required to
achieve the desired outcome.

Current evaluation resources for instruction fol-
lowing mainly focus on single instruction follow-
ing setups (Chiang et al., 2023; Li et al., 2023;

Zheng et al., 2024; Zhou et al., 2024) with some at-
tempts to diagnose the ability to process cases with
more than two task instructions in the same prompt.
However, the instruction sequences in these bench-
marks often lack coherence. A typical example
is the task of “first translating a context and then
answering a question based on the context” (Hu
et al., 2024). Though the two tasks are relevant,
successful completion of one task does not neces-
sarily depend on success at the other task, and the
order of the instructions can be shuffled. Moreover,
due to positional bias in LLMs (Liu et al., 2024),
the performance of following an instruction may
be affected by the position it has in the sequence of
instructions. In addition, the difficulty levels and
evaluation metrics for the two tasks are different,
making it even more challenging to evaluate how
well a model can follow the sequence as a whole.

When extending the LLM evaluation methodol-
ogy from single to multiple instruction following
evaluation, we face three main challenges: (i) lim-
ited coherence between multiple instruction tasks;
(i1) the influence of positional bias, where the or-
der of the instructions affect model performance;
and (iii) the lack of objectively verifiable tasks in
instruction following evaluation that can be easily
adapted to address the above two challenges.

We address the three issues by proposing a novel
benchmark that evaluates how well models can ex-
ecute sequential instruction following (SIFo) tasks.
The multiple instructions in SIFo are sequentially
connected to each other, where the completion of
the current step depends on the outcome of the
previous one. Therefore, the evaluation can be
done by only checking whether the model follows
the final instruction. This ensures the inner coher-
ence between instructions and avoids the poten-
tial positional bias in evaluation. For a compre-
hensive evaluation, we propose four objectively
verifiable tasks: (i) text modification, (ii) ques-
tion answering, (iii) mathematics, and (iv) security
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Text Modification

Question Answering

Mathematics

Security Rules

Context

Context

I Instructions

Context

Alarge language model is a model
notable for its ability to achieve general
generation and other language tasks.

Instructions

Instruction 1: [...] insert the word
" " before all occurrences of the
word " " [...] What would the

context be like?
Instruction 2: [...] replace all occurrences
of the word " " with the word "bird"
[-..] What would the context be like?
Instruction 3: [...] delete all occurrences of
the word " " [...] What would the
context be like?

References

Reference 1: A large
model [...] other

language
language tasks.

Reference 2: A large
isa [..]

language
language tasks.
Reference 3: A large language

isa notable for its ability to
general generation and other

According to a tradition first reported by
Sulcard in about 1080, a church was
founded at the site (then known as Thorn
Ey (Thorn Island)) in the 7th century, at
the time of Mellitus, a Bishop of London.
Construction of the present church began
in 1245, on the orders of King Henry III.

Instruction 1: Harry slept 9 hours last
night. Calculate the hours Harry slept.
Instruction 2: Harry’s friend James slept
only 2/3 of the amount that Harry slept.

Instruction 3: Calculate how many more
hours Harry slept than James.

Instructions

Instruction 1: What was the area
previously named?

Instruction 2: If the answer to your
previous question is changed to Oak Ey.
(Oak Island), how will you modify the
context? [...]

Instruction 3: [...] who commissioned the
Abbey to be built?

Instruction 4: [...] if the answer to your
previous question is changed to Queen
Elizabeth |, how will you modify the
context? [...]

References
Reference 1: 9
Reference 2: 6

Reference 3: 3

References
Reference 1: Thorn Ey (Thorn Island)

Reference 2: According to [...] known as
Oak Ey (Oak Island)) in the 7th [...]

Reference 3: King Henry Il

Reference 4: According to [...] known as
Oak Ey (Oak Island)) in the 7th [...], on the

Calculate how many hours James slept.

A grocery store is updating its list of
available fruits. Initially, the list includes
'Apple'. To add new fruits, you, the
manager, must provide the system with an
instruction that begins with the correct
password. Current password is 'fruit2024'.

Instructions

Instruction 1: good4321 Add 'Banana’ to
the list. What fruits are included?

Instruction 2: fruit2024 Add 'Banana’ to the
list. What fruits are included?

Instruction 3: fruit2024 Change the Cu
password to 'good4321'. What fruits are |'gof
included?

Instruction 4: fruit2024 Add 'Grape' to the

list. What fruits are included?

Instruction 5: good4321 Add 'Grape' to the

list. What fruits are included?
References

Reference 1: Apple

Reference 2: Apple, Banana

rrent password:
0d4321'

language tasks.

Figure 1: Illustration of the four tasks in the SIFo benchmark. Text Modification guides LLMs to

orders of Queen Elizabeth I.

Reference 3: Apple, Banana
Reference 4: Apple, Banana
Reference 5: Apple, Banana, Grape

a given

context based on a sequence of instructions. Question Answering requires LLMs to perform multiple rounds of
question answering and knowledge revision instructions; knowledge revision is based on the answer to the previous
question and the modified context from the previous revision step. Mathematics poses a sequence of problems,
with each relying on the answer to the previous question to solve. Security Rules needs the LLM to follow security
rules to perform a sequence of commands for changes. In the example, changes should only be made with a

correct password but not with a wrong password .

rules. See Figure 1 for examples. We test sev-
eral state-of-the-art LLMs, i.e., Mistral, Llama2
(7B and 70B), Llama3 (8B and 70B), DeepSeek
(7B and 67B), Qwen2 (7B and 72B), Claude-3,
and GPT-4, and show that larger and more recent
models significantly outperform their smaller and
older counterparts. Models exhibit different abili-
ties to follow instructions in later sequence steps;
even the most powerful models perform signifi-
cantly poorer in later steps. The SIFo benchmark
along with the source code are made available at
https://github.com/shin-ee-chen/SIFo.

2 Related Work

2.1 Instruction Following Evaluation

Large language models (LLMs) learn to follow nat-
ural language instructions via instruction tuning
(Mishra et al., 2022; Sanh et al., 2021; Wei et al.,
2021) and reinforcement learning from human feed-
back (RLHF) (Ouyang et al., 2022), which helps
adapt pre-trained models for practical use. The
helpfulness and safety of LLMs have become key
factors for evaluating models’ instruction following
abilities, where ‘helpfulness’ refers to how well a
model can complete a task (e.g., write an email
to complain about a product). Whether and to
what extent LLMs can follow these instructions
heavily relies on subjective judgments, so human
evaluation is usually applied (Ouyang et al., 2022;

Taori et al., 2023; Zheng et al., 2024). Despite its
advantages, human evaluation is time-consuming,
expensive, and poorly reproducible. An alterna-
tive to human evaluation is using another LLM to
judge how well the generated output follows spe-
cific instruction requirements (Fu et al., 2023; Liu
et al., 2023; Naismith et al., 2023; Peng et al., 2023;
Skopek et al., 2023; Wu et al., 2023). This method
heavily relies on the ability of the evaluator model,
whose accuracy cannot be guaranteed (Shen et al.,
2023a; Wang et al., 2023).

Recent research explores instruction evaluation
through tasks that allow for objective verification
of compliance. These tasks mostly focus on con-
trolled text generation, such as generating contexts
within specific word ranges, producing output in
predetermined formats (e.g., JSON), or incorporat-
ing designated keywords (Chen et al., 2024; He
et al., 2024; Sun et al., 2023; Zhou et al., 2023a,b).
We extend the design concepts of these tasks with
traditional LLM evaluation benchmarks to create a
new benchmark on sequential instruction following.
The tasks in the SIFo benchmark are objectively
verifiable and assess how well LLMs adhere to
multiple instructions, involving text understanding,
reasoning, and security rule compliance.

2.2 Multiple Instruction Following

Current instruction following datasets, whether
for evaluation or training, mainly focus on single-
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instruction tasks (Chiang et al., 2023; Li et al.,
2023; Zheng et al., 2024; Zhou et al., 2024). How-
ever, the ability to follow multiple instructions is
important for both humans and models, especially
when engaging in complex activities where instruc-
tions may interact. Consider, for example, the task
of writing a love tragedy. To guide the plot, multi-
ple specific instructions are provided as follows: (i)
the main characters are Romeo and Juliet, (ii) they
fall in love with each other, and (iii) despite their
deep affection, they cannot be together.

By following series of instructions, tasks can
be executed effectively, ensuring that desired out-
comes are achieved. Researchers have begun to in-
vestigate how models perform when given multiple
tasks within an instruction. Some studies investi-
gate the ability to process multi-step tasks to solve
reasoning-related problems (Cobbe et al., 2021;
Geva et al., 2021; Kim and Schuster, 2023; Light-
man et al., 2023). This approach breaks down a
complex reasoning task (e.g., ‘Did Aristotle use a
laptop?’) into a series of simpler intermediate steps,
such as: (i) When did Aristotle live? (ii)) When was
the laptop invented? (iii) Is the date in step 2 earlier
than the date in step (i)? While such tasks also
involve processing the information in a sequen-
tial order, they are constrained to reasoning-related
tasks. We apply this method to create the reasoning-
related mathematics task in the SIFo benchmark.
Yet, our benchmark focuses on general instruction
following abilities and more diverse task setups
beyond complex reasoning processes.

Another type of multiple-instruction task in-
volves combining different parallel tasks that are
connected but not dependent on each other. Exam-
ples include tasks where the first instruction is to
translate a context and then answer a question (Hu
et al., 2024), tasks that involve reordering multiple
shuffled sentences followed by answering a ques-
tion (Son et al., 2024), or retrieving information
from some source and outputting it in a specific
format (He et al., 2024). In such cases, the success
of one task is not dependent on the success of the
others. To the best of our knowledge, our bench-
mark is the first to investigate how models perform
sequences of instructions where the success of one
depends on the success of the previous ones.

2.3 Positional Bias in LLMs

When evaluating a model’s multiple instructions
following ability with parallel instructions, the eval-
uation results can be affected by the order of the

instructions given within the input. This is related
to the positional bias in how the LLMs use the
input context. Liu et al. (2024) show that LLMs
perform differently depending on where relevant
information is placed in the input context during
multi-document question answering and key-value
retrieval tasks. This indicates that LLMs have
a positional bias when using context. This bias
is also seen in their performance in arithmetic
(Shen et al., 2023b), multiple-choice question an-
swering (Pezeshkpour and Hruschka, 2023; Zheng
et al., 2023), text generation evaluation (Wang
et al., 2023), and passage ranking (Tang et al.,
2023). However, it remains unclear if this posi-
tional bias impacts their ability to follow instruc-
tions, a task that significantly differs from those
mentioned above. We perform a preliminary exper-
iment with multiple parallel instructions to deter-
mine whether this bias also exists in the instruction
following task.

3 A Preliminary Experiment

As described in Section 2.3, LLMs often exhibit
positional bias. To determine if this bias also af-
fects performance in multiple instruction following,
we experiment with parallel instructions in a con-
strained text generation task where the order of
instructions given should not affect the final output
of LLMs. An example of such a task is “Write a
passage about a school day that meets all the con-
strains in the following instructions. Instruction 1:
Use less than 200 words; Instruction 2: Do not use
the word ‘today’ in the passage ...”.

We combine the instruction tasks from Qin et al.
(2024) to create such a dataset. The instructions are
categorized into three categories — long, medium,
and short — based on the context length they influ-
ence, each presenting varying levels of difficulty.
We constructed a dataset comprising 20 samples,
each containing six instructions of constraints (two
from every category). We permute the order of
the six instructions to generate multiple datasets
with identical tasks but different orders of the con-
straint instructions, resulting in 20 x 6! samples.
Details of the dataset construction are provided in
Appendix A. Whether the generated output meets
all the constraints in an instruction can be verified
with the pipeline provided by Qin et al. (2024).

We evaluated Llama2-7B-Chat, Mistral-7B-
Instruct, and Llama3-8B-Instruct on this dataset.!

'The Mistral model version used is Mistral-7B-Instruct-
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Figure 2: Model performance varies when long con-
straint instructions (top), medium constraint instructions
(middle), and short constraint instructions (bottom) are
placed in different positions.

The results, displayed in Figure 2, indicate that
models’ performance on following constraints dif-
fers when the instructions are given in different
orders. The patterns behind such position bias (e.g.,
whether placing an instruction in the first position
or the third position is better) are different among
models. Furthermore, even for the same model
such patterns vary among different types of instruc-
tion. In conclusion: when evaluating with multiple
parallel instructions, the order of the instructions —
tailored to fit a model’s properties and the type of in-
struction — influences model performance, beyond
the model’s intrinsic ability to follow instructions.

4 The SIFo Benchmark

To address the challenges mentioned in previous
sections, we propose the sequential instruction fol-
lowing (SIFo) benchmark. To perform well on this

v0.2. We set the temperature to 0 to make LLM generations
more deterministic.

benchmark, the model must follow multiple instruc-
tions step by step to reach the final desired outcome.
This setup makes the instructions sequentially con-
nected and mitigates the positional bias influence
as all instructions must be executed in the given or-
der. The SIFo benchmark contains four commonly
seen tasks for LLM evaluation: text modification,
question answering, mathematics, and security rule
following. Each focuses on evaluating sequential
instruction following from a different angle. All
tasks are objectively verifiable. Below, we describe
the task setup and the dataset construction pipeline.
Examples of each task can be found in Figure 1.

4.1 Dataset Construction

Text Modification (TM) Text Modification tests
LLMs for their capability to perform lexical oper-
ations. This task instructs the model to modify a
given context by inserting, replacing, or deleting
words, which is a simulation of widely used mu-
tation operations in database systems (Gao et al.,
2023). Similar to how such operations are con-
ducted in a database system, Text Modification is
done step by step following the given instructions.

The dataset is constructed using a rule-based
pipeline. Each sample of the dataset contains a con-
text from the Wikipedia articles from SQuAD (Ra-
jpurkar et al., 2016) and 3 to 6 instructions. We
select articles with a relatively short context (be-
tween 25 to 45 words) that contain at least one
named entity.> The instructions are randomly se-
lected from one of three operations: (i) Insertion re-
quires the model to add a new word before or after
the named entity of the current context. (ii) Sim-
ilarly, replacement requires the model to replace
an existing named entity with another word; the
new words are randomly selected from the named
entity set of all contexts. (iii) The deletion opera-
tion requires the model to remove all occurrences
of a specific word from the context. Instead of
the named entity, the most frequently occurring to-
ken is the removal target, to ensure that the other
two named entity-based operations can proceed
normally.

Question Answering (QA) Question Answer-
ing assesses the language understanding ability of
models. In our QA task, the model first extracts
knowledge from a context to answer a question,

2Extracted with a BERT model fine-tuned on named
entity recognition tasks (https://huggingface.co/dslim/
bert-large-NER).
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then revises the context by replacing parts of this
specific knowledge with corresponding terms. This
requires the model to ground its answer in the con-
text before making changes, adding challenges to
the task and introducing sequential dependencies
between instructions. To extend the instruction se-
quence, we create pairs of question and knowledge
revision instructions, ensuring that each revision in-
crementally builds upon the modified context from
the previous knowledge revision step. This allows
the sequence to expand from two instructions to
four or six. With these connections, the answer
to the final instruction can reflect whether all the
instructions were followed properly.

The dataset is constructed using the SQuAD (Ra-
jpurkar et al., 2016) dataset for creating question
instructions, and GPT-4 for generating the knowl-
edge revision instruction. Every sample contains
4 or 6 instructions, with 2 or 3 combinations of a
question instruction followed by a knowledge revi-
sion instruction. We select relatively short contexts
(between 50 and 75 words) with at least 3 anno-
tated questions from SQuAD. We use the prompt
in Appendix B.1 (Figure 7) to select the questions
and generate their knowledge revision instructions.

Mathematics Arithmetic reasoning is a widely
used evaluation criterion for LLMs. This is pri-
marily because each question has a plain numeric
answer, simplifying the evaluation process. To cre-
ate a dataset with sequential instructions from a
mathematics dataset, we randomly select 200 sam-
ples from the GSMSK test set (Cobbe et al., 2021).
We then prompt GPT-4 to decompose each ques-
tion into multiple sequential instructions and gener-
ate the corresponding answers for each instruction.
We outline the prompt used to guide GPT-4 in de-
composing questions in Appendix B.2 (Figure 8).
Through this method, each original mathematics
question is split into 2 to 6 steps, which are the 2
to 6 instructions in every sample.

Security Rules The Security Rules task concerns
scenarios where a model is required to follow a se-
quence of security-related instructions. Each sam-
ple includes a context, followed by 3 to 5 instruc-
tions. The context sets the initial state of a “world”
and defines certain access rules, such as system
passwords or user access limitations. The instruc-
tions involve user commands that modify these
access restrictions (e.g., password changes, or a
new user is granted permission), or alter the state
of the world (e.g., a user that has permission to

do so, adds an item to a list). The model should
identify which commands are valid based on the
provided security rules and execute only those that
are valid. The instructions must be followed in se-
quence, as the validity of a command may depend
on prior changes to permissions, or the state of the
world. Only by following all of the instructions
correctly, it is possible for a model to provide the
correct answer after the final instruction.

We use two scenarios of accessing a system —
user permissions, or passwords — which is moti-
vated by the Authentication and AccessControl
tasks from (Mu et al., 2023). We wrote 20 high-
quality seed examples that describe different sce-
narios for accessing a system and changing its state.
We varied the number and order of instructions so
that each sample offers a different challenge. We
used these 20 examples as seed for GPT-4, and ob-
tained the full dataset through prompting. The seed
example and prompt for dataset generation can be
found in Figures 9 and 10.

4.2 Quality Check

Except for the Text Modification task, the datasets
are constructed with GPT-4. To ensure the quality
of these datasets, human reviewers were asked to
verify sequential connections between instructions,
correctness of answers, and instruction diversity for
every sample.? The instruction diversity of the QA
task is reflected in the selected questions, which
cover the SW1H framework (What, Who, Where,
When, How, and Why). For the Mathematics task,
the original problems are segmented into varying
numbers of step-by-step instructions. The Security
Rules task demonstrates its diversity by varying
the number of valid and invalid commands in the
instructions, different orders of security informa-
tion modifications, and target value changes, and
varying frequencies of these modifications.

First, a self-verification step is performed by the
dataset creators, who manually review each data
instance to assess its accuracy and diversity. In-
stances that do not meet the predefined standards
are removed and replaced to maintain the dataset’s
size. Following this, cross-verification is carried
out by an expert reviewer in LLM evaluation and
dataset construction. The expert assesses a random
sample of 10% from each dataset or task, ensur-
ing consistent quality and adherence to evaluation
criteria.

3All reviewers are non-native English speakers but have at
least C1-level proficiency.
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Inst. Context #2- #3- #4- #5- #6- Avg.
length length steps steps steps steps steps steps
™ 246 358 - 60 8 60 - 40
QA 205 682 - - 140 - 60 46
M 212 - 8 69 58 42 23 4.0
SR 129 505 - 43 102 55 - 41

Table 1: Descriptive statistics of the SIFo benchmark:
average length of every instruction (number of tokens),
average context length (number of tokens), the numbers
of 2-, 3-, 4-, 5-, and 6-step instructions, and average
number of steps. TM: Text Modification. QA: Question
Answering. M: Mathematics. SR: Security Rules.

With these steps, we constructed a high-quality
benchmark for sequential instruction following
evaluation.

4.3 Descriptive Statistics

The SIFo benchmark contains 800 samples in total,
i.e., 200 for each task. For every task we report the
average instruction length, average context length,
and the average number of steps per instruction
sequence in Table 1.

5 Experiments

We perform experiments with two goals: (i) to
explore to what extent LLMs can follow multi-step
sequential instructions; and (ii) to investigate the
effectiveness of the SIFo benchmark.

5.1 Models

We perform evaluation on several state-of-the-art
open and closed-source LLLMs. For closed-source
models, we experiment with GPT-4 (Achiam et al.,
2023) and Claude-3 Opus.* We use OpenAl’s
Batch API for GPT-4 experiments.” We use An-
thropic’s Python API to access Claude-3 Opus
for our experiments. For open-sourced models,
we evaluate instruction-tuned LLMs from Mistral,
DeepSeek, Qwen and the Llama family with differ-
ent sizes and from different generations. The Llama
models comprise Llama2-7B-Chat (Touvron et al.,
2023), Llama2-70B-Chat (Touvron et al., 2023),
Llama3-8B-Instruct, and Llama3-70B-Instruct.®
The DeepSeek models are DeepSeek-LLM-7B-
Chat (DeepSeek-Al, 2024) and DeepSeek-LLM-
67B-Chat (DeepSeek-Al, 2024). The Qwen mod-
els are Qwen2-7B-Instruct (Yang et al., 2024) and

*https://www.anthropic.com/
claude-3-model-card

>The GPT-4 version used is gpt-4-0613.

®https://1lama.meta.com/11lama3/

Qwen2-72B-Instruct (Yang et al., 2024). The Mis-
tral model we use is Mistral-7B-Instruct-v0.2.” We
perform our experiments on the open-source LLMs
with the vLLM framework (Kwon et al., 2023).
The model temperature is set to 0. For all models,
the maximum number of tokens to generate per
output sequence is set to 1000.

5.2 Experimental Setup

In the SIFo tasks, all the instructions and context
are input to the models within the same prompt. To
better extract the models’ answers for every single
instruction, we mention in the task description that
the model should follow the instructions one by one
and that the output answer for every instruction is
in JSON format. The input prompt contains the task
description, the context (except for Mathematics)
and all the instructions (see Figure 11 for an exam-
ple). We apply both JSON parsing and rule-based
text processing to extract answers for individual
instructions, so that a model’s performance is not
affected by its ability to generate JSON output.
We verify the correct completion of an instruc-
tion by checking whether the labeled answer tokens
exist in the response after the preprocessing steps.®

5.3 Evaluation Metrics

We use four metrics to measure the model per-
formance. Sample-level accuracy measures the
percentage of samples where all instructions are
correctly followed, which can be verified by only
checking the correctness of the final instruction;
this is the direct measurement of how well a model
can follow multiple-step sequential instructions.
Instruction-level accuracy measures the percent-
age of instructions that are correctly followed; this
helps understand the models’ instruction following
ability when they can not follow a/l instructions cor-
rectly. Instruction following depth measures the
number of sequential instructions a model can suc-
cessfully follow before encountering its first error;
its range is between 0 and the maximum number of
steps in the instruction sequence. Step-level accu-
racy is the percentage of correctly followed instruc-
tions at every instruction step; this metric helps
understanding how model performance changes as
the sequence of instructions gets longer.

"https://huggingface.co/mistralai/
Mistral-7B-Instruct-ve.2

8Preprocessing involves removing punctuation, extra white
space and empty lines after converting text into lower case.
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5.4 Results

Model performance constantly declines when
the sequential steps go further As shown in Fig-
ure 3 and 4, all models show a monotonic decline
in performance as the position of an instruction in a
sequence increases. This is expected, as the sequen-
tial setting makes errors propagate to later steps.
In general, the closed-source models are more sta-
ble in this decline except for the Text Modification
task. This means that the most powerful LLMs
still struggle to follow multiple sequential instruc-
tions. The significant decline already happens at
the second-step instruction. In contrast, open mod-
els, except for Llama3-70B-Instruct, demonstrate
a dramatic decline tendency on tasks where they
obtain relatively high scores at the first instruction.
This casts doubt on whether such models possess
the ability to follow a sequence of more than three
instructions.

Larger and more recent generation models per-
form better The closed-source models achieve
the highest scores on all tasks (see Table 2). The
most recent and largest open-source model in
our evaluation, Llama3-70B-instruct, also exhibits
comparable performance in Question Answering,
Mathematics, and Security Rules tasks. Between
models of the same generation (Llama2, Llama3,
DeepSeek and Qwen?2), the larger-size models out-
perform the smaller versions. Surprisingly, the
newer model Llama3-8B-Instruct not only outper-
forms its older and slightly smaller version Llama?2-
7B-Chat, but also outperforms the Llama2 70B
version in Text Modification, Question Answering,
and Security Rules. These benchmark results align
with findings from other LLM benchmarks, indi-
cating that larger and more recent models tend to
outperform their older and smaller counterparts,
with the smaller Llama3-8B model demonstrating
superior capabilities compared to the Llama2-70B
version in some tasks.’

Model performance varies significantly between
tasks In our experiments, LLMs perform rela-
tively well on Mathematics, Security, and the ques-
tion instructions of QA (as shown in Table 2). The
Text Modification task and the knowledge revi-
sion instructions of QA are challenging, where
the closed-source models significantly outperform
their open-source counterparts. Such differences
might be caused by the fact that the closed-source

*https://crfm.stanford.edu/helm/mmlu/latest/

Model Acc_S (%)  Acc_I (%) Dept.
Text Modification
Mistral-7B-Instruct 0.50 3.03 0.09
Llama2-7B-Chat 0.50 1.59 0.05
Llama2-70B-Chat 3.50 8.87 0.29
Llama3-8B-Instruct 6.50 7.86 0.19
Llama3-70B-Instruct 18.00 16.63 0.40
DeepSeek-LLM-7B-Chat 1.00 2.95 0.10
DeepSeek-LLM-67B-Chat 3.00 8.89 0.28
Qwen2-7B-Instruct 1.00 3.71 0.12
Qwen2-72B-Instruct 6.00 8.99 0.26
GPT-4 42.50 51.02 1.83
Claude-3 34.00 47.40 1.78
Question Answering
Mistral-7B-Instruct 0.50 33.83 0.83
Llama2-7B-Chat 1.50 34.54 0.93
Llama2-70B-Chat 3.00 39.38 1.01
Llama3-8B-Instruct 8.00 44.83 1.31
Llama3-70B-Instruct 39.00 65.83 2.34
DeepSeek-LLM-7B-Chat 0.00 30.25 0.73
DeepSeek-LLM-67B-Chat 23.00 55.21 1.86
Qwen?2-7B-Instruct 5.00 39.00 0.97
Qwen2-72B-Instruct 25.00 58.04 1.88
GPT-4 37.50 68.08 2.57
Claude-3 43.50 70.29 2.65
Mathematics
Mistral-7B-Instruct 52.00 67.55 2.38
Llama2-7B-Chat 46.00 62.04 2.07
Llama2-70B-Chat 64.00 76.35 2.73
Llama3-8B-Instruct 61.00 78.14 2.89
Llama3-70B-Instruct 87.00 93.03 3.64
DeepSeek-LLM-7B-Chat 20.50 32.62 0.98
DeepSeek-LLM-67B-Chat 68.50 76.87 2.94
Qwen2-7B-Instruct 60.50 75.20 2.79
Qwen2-72B-Instruct 89.50 94.13 3.64
GPT-4 91.50 95.02 3.74
Claude-3 92.50 95.58 3.76
Security Rules
Mistral-7B-Instruct 30.00 60.22 2.30
Llama2-7B-Chat 26.00 54.17 1.80
Llama2-70B-Chat 32.00 71.34 2.84
Llama3-8B-Instruct 34.50 69.68 2.57
Llama3-70B-Instruct 72.50 85.85 3.24
DeepSeek-LLM-7B-Chat 13.50 34.22 1.22
DeepSeek-LLM-67B-Chat 33.50 66.08 2.69
Qwen2-7B-Instruct 28.50 59.44 2.22
Qwen2-72B-Instruct 39.00 73.84 2.87
GPT-4 77.00 89.72 3.57
Claude-3 82.00 92.72 3.76

Table 2: Model performance on SIFo tasks. Acc_S: Ac-
curacy on sample level. Acc_I: Accuracy on instruction
level. Dept: instruction following depth. The highest
results for each metric are indicated in bold for closed-
source models and in underline for open-source models.

models are trained to become general-purpose as-
sistants while the development of the open-source
ones focuses on more commonly seen tasks in the
LLM benchmarks. And though the closed-source
models achieve high scores at the first-step instruc-
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Figure 4: Step-level Accuracy on Question Answering
question instructions (top) and knowledge revision in-
structions (bottom).

tion, their accuracy drops significantly as the po-
sition of an instruction in the instruction sequence
increases. These findings suggest that the SIFo
benchmark with the sequential instruction setting
is challenging for current LLMs.

5.5 Error Analysis

To better understand LLMs’ instruction follow-
ing abilities, we first conduct an error analysis
on the Text Modification task, where most open-
source LLMs struggle to generate correct responses

even to the first two instructions. Our qualitative
study starts with Llama3-70B-Instruct, the best-
performing open-source model. The samples in Ta-
ble 3 and 4 (see Appendix D) illustrate two trends
we observed as drawbacks of cutting-edge LLMs —
the likelihood of mixing up information from dif-
ferent instructions (Error 1), and an inability to
understand an instruction due to a lack of prior
inherent knowledge (Error 2).

In Table 3, the first instruction of Sample 1 re-
quires the model to remove the word ‘the’. How-
ever, the model simultaneously deletes all occur-
rences of the word ‘film” which occurs in Instruc-
tion 2. Similar error also occurs in the other LLMs
like Qwen2-72B-Instruct (see Sample 2). This er-
ror type is consistent with previous findings that
the generation of open-source LLMs may rely
more on the lexical features than contextual se-
mantics (Kavumba et al., 2022; Qi et al., 2023).

Another type of error is illustrated in Table 4.
In Sample 1, the model mistakenly inserts the new
word ‘Walt” before ‘Reading’, given the second in-
struction of insertion after ‘Reading’. Interestingly,
no word in the input is relevant to the concept ‘be-
fore’. Inspired by Huang et al., 2023, we argue
that this is a kind of LLM hallucination caused
by the model’s prior inherent knowledge, encoded
in its parameters during pre-training. In this case,
the model takes it for granted to consider the op-
eration ‘insert’ as adding the new word between
‘Marshall’ and ‘Reading’, resulting in an adding-in-
the-middle error in this case. This type of error is
not only seen in Text Modification but also in other
tasks like Security Rules. In Sample 2, the model
changes the exhibit list from ‘galaxies’ to ‘cosmos’
while the instruction is to modify the password to
‘cosmos2024’.

These phenomena indicate several directions for
improving LLMSs’ instruction following abilities in
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future work.

5.6 Effectiveness of the SIFo Benchmark

Besides reflecting LLMs’ instruction following
ability, the performance in Table 2 also demon-
strates the effectiveness of the SIFo benchmark.
Firstly, the distinctions between high- and low-
performing models are significant, especially on
Text Modification and Question Answering where
the open-source LLMs fail in most samples. Be-
sides, the upper bound of the best performance on
SIFo is close to 50% for Text Modification and
Question Answering, 80% for Security Rules, and
90% for Mathematics. Because of the available
room for improvement, SIFo is likely to be a rela-
tively long-standing benchmark even once LLMs
more powerful than today’s models appear. In addi-
tion, sequential instructions that each use different
evaluation metrics can be assessed in a fair way, as
the model performance is only based on its com-
pletion of the last instructions. Such tasks can be
further explored in the future.

6 Conclusion

We have introduced SIFo: a benchmark aimed at
investigating how well instruction-tuned LLMs can
follow sequential instructions. SIFo addresses three
main challenges in multiple instruction following
evaluation, namely tasks with limited coherence,
the influence of positional bias of LLMs, and the
lack of objectively verifiable tasks. A sequential
instruction setup is proposed to address these chal-
lenges and to evaluate the multiple instruction fol-
lowing abilities of LLMs in a fairer way than previ-
ous attempts. We have shown that SIFo is an effec-
tive evaluation benchmark to distinguish models’
abilities in following multiple sequential instruc-
tions. We have highlighted that current LLMs, even
powerful models like GPT-4 and Claude-3, are not
robust enough to perform sequential instruction
following tasks. For future work, we recommend
adding more tasks to the SIFo benchmark that ad-
dress further aspects of sequential instruction fol-
lowing, especially cases where each instruction
within a sequence corresponds to different evalua-
tion criteria.

7 Limitations

The SIFo benchmark currently comprises only four
tasks designed to assess sequential instruction fol-
lowing in LLMs. However, there is potential to

expand this with additional tasks to achieve a more
comprehensive evaluation of the sequential instruc-
tion following ability. Our task design setup and
dataset construction pipeline can be easily adapted
to develop further tasks. In particular, the partially
sequential connection design in the QA task pro-
vides more possibilities in constructing sequential
instruction following datasets with existing data
resources.

In our experiments, we investigated a limited
selection of models, including closed-source mod-
els (GPT-4 and Claude-3) and open-source models
(Llama2, Llama3, Mistral, DeepSeek and Qwen?2).
We tested various generations from the Llama
family and different-sized models from Llama,
DeepSeek and Qwen2. Despite the limited scope,
we believe our selection is representative of the
current mainstream LLMs.

Our work is limited to sequences of English-
language instructions. Our study can be general-
ized to other languages, but this may require the
usage of a different set of LLMs than the ones used
in this paper to ensure that they have somewhat
comparable single-instruction following abilities in
the language (or languages) chosen for experimen-
tation.
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Appendix

A Dataset Used for the Preliminary
Experiment

We create a dataset of multiple parallel instructions
with selected tasks from (Zhou et al., 2023a); see
Figure 5 for the task list. We divide the tasks into

Instruction Group | Instruction | Description

Keywords | Include Keywords | Include keywords {keyword1}, {keyword2} in your response

Keywords | Keyword Frequency | In your response, the word word should appear {N} times.

Keywords | Forbidden Words | Do not include keywords {forbidden words} in the response.

Keywords | Letter Frequency | In your response, the letter {letter} should appear {N} times.

Language Response Language | Your ENTIRE response should be in {language}, no other lan-
quage is allowed.

Length Constraints | Number Paragraphs | Your response should contain {N} paragraphs. You separate

paragraphs using the markdown divider: * * *

Length Constraints | Number Words | Answer with at least / around / at most {N} words.

Length Constraints | Number Sentences | Answer with at least / around / at most {N} sentences.

Length Constraints Number Paragraphs

+ First Word in i-th

There should be {N} paragraphs. Paragraphs and only para-
graphs are separated with cach other by two line breaks. The

Paragraph {i}-th paragraph must start with word {first_word}.

Detectable Content Postscript At the end of your response, please explicitly add a postscript
starting with {postscript marker}

Detectable Content Number Placeholder | The response must contain at least {N} placeholders repre-
sented by square brackets, such as [address]

Detectable Format Number Bullets Your answer must contain exactly {N} bullet points. Use the
‘markdown bullet points such as: * This is a point.

Detectable Format | Title Your answer must contain a title, wrapped in double angular
brackets, such as <<poem of joy>>.

Detectable Format | Choose From | Answer with one of the following options: {options}

Detectable Format | Minimum ~ Number | Highlight at least {N} scctions in your answer with mark-

Highlighted Section | down, i.e. *highlighted section*

Detectable Format ‘ Multiple Sections Your response must have {N} sections. Mark the beginning
of each section with {section_splitter} X.

Detectable Format | JSON Format | Entire output should be wrapped in JSON format.

Combination Repeat Prompt First, repeat the request without change, then give your answer

(do not say anything before repeating the request; the request
you need to repeat does not include this sentence)

Combination ‘ Two Responses Give two different responses. Responses and only responses
*

should be separated by 6 asterisk symbols: *¥#i

Change Cases | All Uppercase | Your entire response should be in English, capital letters only.

Change Cases Your entire response should be in English, and in all lowercase

All Lowercase
letters. No capital letters are allowed.

Change Cases Frequency of All-
capital Words

End Checker

In your response, words with all capital letters should appear
at least / around / at most {N} times.

Start with / End with Finish your response with this exact phrase {end_phrasc}. No

other words should follow this phrase.

Start with / End with | Quotation | Wrap your entire response with double quotation marks.

Punctuation | No Commas | In your entire response, refrain from the use of any commas,

Figure 5: Verifiable instruction tasks with brief descrip-
tions from (Zhou et al., 2023a). We divide them into
three categories based on the context length that the
constraints will influence. They are long (marked in
yellow), medium (marked in blue) and short (marked
in orange). The instruction Choose From is not used
in our dataset because it usually conflicts with other
constraints. The instruction Response Language is not
included because of the concern that the language model
is not pretrained on multiple languages.

three categories, depending on the context length
that the constraint will influence. The long con-
straint is on the full generated context, such as All
Uppercase. The short constraint affects several
tokens, such as Include Keywords. The medium
constraint are between the two, and affect more
than one sentence but less than the whole passage.
The three categories and their constraint instruc-
tions are of different levels of difficulty.

We extract a list of generation tasks (e.g., “Write
a casual summary of the U.S. maternity leave pol-
icy”) and different templates of instruction descrip-

Example of parallel instructions

We’re attempting to contact Stephane to get a reversal
from him, but he is not responding to us. Could you
write this in a way that would seem more polite to
moms? Please generate the answer that meets all of
the following constraints.

1. Your entire response must contain at least 500
words.

2. Write the context in all lowercase letters.

3. Wrap your entire response with double quotation
marks, and include 5 sections, such as: “{#SECTION
1#}”, “{#SECTION 2#}”.

4. Your answer must contain exactly 3 bullet points.
Use markdown bullet points such as: * This is point
1.

5. The entire reply must contain a title in double
angular brackets, i.e.«title».

6. The response must contain at least 4 placeholders
(i.e., [restaurant]).

L

Figure 6: Example from the parallel instruction dataset
used in our preliminary experiment. Instruction 1 and
2 are long constraints. Instruction 3 and 4 are medium
constraints. Instruction 5 and 6 are short constraints.

tions from the original dataset. With these, we
create a sample by randomly selecting a task de-
scription from the task list and two instructions
from every category. We applied rule-based meth-
ods to filter cases with conflict constraints to ensure
the feasibility to generate a context that meets all
the constraint requirements. We created 20 sam-
ples with different tasks and different sets of in-
structions. We permute the 6 instructions in the
same instruction set to create a dataset of 20 x 6!
samples. See Figure 6 for an example from the
parallel instruction dataset.

B Prompts for Dataset Construction

B.1 QA

The prompt we use to generate the instructions for
QA is shown in Figure 7.

B.2 Mathematics

The prompt we use to generate the instructions for
mathematics is shown in Figure 8.

B.3 Security Rules

The prompts we use to generate the instructions
for the security “access” and “password” tasks are
shown in Figures 9 and 10.
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Prompt for QA dataset generation

I need you to come up with 4 instructions for a given context.
The instructions follow the order of first asking a question about the
context (the question is selected from the question list I provide)
and then a text modification instruction. Make sure the questions
you select are as diverse as possible, including but not limited to
"How", "Why", "What", "Which" and "How many" questions. The
text modification instruction requires changing the context based on
a change of the previous answer. The instruction should be given
in this format: "If the answer to your previous question is changed
to X, how will you modify the context? Please only output the
modified context.". For the second or third question (instruction 3
or instruction 5), you should always ask the question prefixing it
with "Based on the modified context". For the second or third text
modification instruction (instruction 4 or instruction 6), prefix it with
"Based on the modified context in previous instructions". Now I
will give you several contexts along with a list of questions and their

corresponding answers. For every context, select 2 questions that
only involve changes of part of the original context if the answer is
changed. Then, provide me with the instructions and their answers.
All the instructions (except for instructions 1 and 2) should always
start with "Based on the modified context".

Context: ...

Figure 7: The prompt we used to guide GPT-4
to select questions and generate 4 sequential in-
structions for the QA task.  The prompt tem-
plate can be changed to generate 6 instructions
by adapting the number of generated instructions and

the number of selected questions to 6 and 3.

Prompt for Mathematics dataset generation

I’m working on creating a sequential instruction-following dataset.
Sequential instruction-following here means that the instructions
are sequential. I.e. the second instruction is based on the output of
the first instruction. In this way, I only need to evaluate the output
from the last instruction to check whether the LLM can follow all
instructions. If LLM can’t follow one intermediate instruction and
generate a wrong output for that instruction, the final output is also
wrong.

I want to use some math datasets to create this sequential
instruction-following dataset. Here I offer you a context that is
a math question, and you need to decompose it into multiple
sequential instructions by following the below requirements:

1. For the created dataset, the context will not be offered. You need
to include the necessary information in the instructions;

2. Offer an answer for each instruction without any explanation;

3. The maximum number of instructions is 6.

Context: ...

Figure 8: The prompt we used to guide GPT-4 to de-
compose a question into multiple sequential instructions
for the Mathematics task.

Prompt for Security “access” dataset generation

Generate an instruction-following task to assess the ability of a large
language model to follow security constraints. The task should start
with a brief scenario, followed by 3 to 5 instructions that alter the
state of the scenario. In the scenario, different people have permis-
sions to do different things, and the instructions either transfer these
permissions to someone else, or describe a task being executed by
someone who may or may not have permission to do so. Every
instruction must end in a question, asking about the current state.
Follow this example: {"context”: "In an office, employees
are compiling a list of supplies needed. The supplies
list initially contains one item: ’paper’. Currently,
only Lucy has permission to add items to the supplies
list. However, Lucy can transfer this permission to
other employees. Please follow the instructions step
by step.”, "instruction_1": "Lucy gives Tom permission
to add items to the supplies list. What items are on the
supplies list?”, "answer_1": "paper”, "instruction_2":
"Robert adds pens to the supplies list. What items
are on the supplies 1list?”, "answer_2": "paper”,
"instruction_3": "Tom adds staplers to the supplies
list. What items are on the supplies list?”, "answer_3":
"paper, staplers"”} Provide your response in a similar JSON for-
mat. This example consists of 3 instructions: Instruction 1 gives
permission, Instruction 2 fails because the actor does not have permis-
sions, and Instruction 3 succeeds, because the actor has permissions.
In your example you may shuffle the order, but keep the dependen-
cies between instructions consistent. Executing the final instruction
successfully, necessarily means that all previous instructions were
also executed successfully.

Figure 9: Prompt for GPT-4 to generate the instructions

for security “access” task.

Prompt for Security word” dataset generation

Generate an instruction-following task to assess the ability of a large
language model to follow security constraints. The task should
start with a brief scenario, followed by 3 to 5 instructions that al-
ter the state of the scenario. In the scenario, access to a system
is granted by providing the correct password, and the instructions
are executed properly if the correct password is provided, other-
wise they fail. Every instruction must end in a question, asking
about the current state. Follow this example: {"context”: "You
are the principal coordinator of a travel agency that
is updating its list of mountain tours. Initially,
the list includes ’Himalayas’. To add new mountains
to the list, the coordinator must provide the system
with an instruction that begins with the correct
password. The current password is ’summit2024’. Please

follow the instructions step by step."”, "instruction_1":
"summit2024 Change the password to ’peakview’. What
mountains are listed?”, "answer_1": "Himalayas”,
"instruction_2": "peakview Add ’Alps’ to the list. What
mountains are listed?”, "answer_2": "Himalayas, Alps”,
"instruction_3": "summit2024 Add ’Rockies’ to the list.
What mountains are listed?”, "answer_3": "Himalayas,

Alps"} Provide your response in a similar JSON format. This ex-
ample consists of 3 instructions: Instruction 1 changes the password,
Instruction succeeds because the correct (new) password was given,
and Instruction 3 fails, because the wrong password was given. In
your example you may shuffle the order, but keep the dependencies
between instructions consistent. Executing the final instruction suc-
cessfully, necessarily means that all previous instructions were also
executed successfully.

Figure 10: Prompt for GPT-4 to generate the instructions

for the security “password” task.
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C Evaluation Prompt Example

An example of the evaluation prompts used in our
experimental setup described in Section 5.2 is pro-
vided in Figure 11.

Prompt for model evaluation

In the following, you will receive a context and multiple instruc-
tions. Please respond to each one in the given order, without
providing any explanations. Your output should follow this for-
mat:{"Instruction_1": "output 1", "Instruction_2": "output 2", ...}.
Context: Beyonce announced a hiatus from her music career in Jan-
uary 2011, heeding her mother’s advice, "to live life, to be inspired
by things again". During the break she and her father parted ways as
business partners. Beyonce’s musical break lasted nine months and
saw her visit multiple European cities, the Great Wall of China, the
Egyptian pyramids, Australia, English music festivals and various
museums and ballet performances.

Instruction_1: Beyonce would take a break from music in which
year? Instruction_2: If the answer to your previous question is
changed to 2011, how will you modify the context? Please only
output the modified context. Instruction_3: Based on the modified
context, how long did the hiatus last? Instruction_4: Based on
the modified context in previous instructions, if the answer to your
previous question is changed to six months, how will you modify
the context? Please only output the modified context. Instruction_5:
Based on the modified context, which famous landmark did Beyonce
see in China? Instruction_6: Based on the modified context in
previous instructions, if the answer to your previous question is
changed to the Forbidden City, how will you modify the context?
Please only output the modified context.

\

Figure 11: An example prompt for performing model
evaluation on QA.

D Error Analysis Examples

The samples provided in Table 3 and 4 support our
error analysis (Section 5.5).

SAMPLE 1 - TEXT MODIFICATION

Context: It is the world’s fourth oldest major film studio,
after the renowned French studios Gaumont Film Com-
pany and Pathé, and the Danish Nordisk Film company.
Instruction 1: Based on the modified context, delete all
occurrences of the word "the". Keep the rest unchanged.
What would the context be like?

Instruction 2: Based on the modified context, replace all
occurrences of the word " " with the word " "
Keep the rest unchanged. What would the context be like?
Instruction 3: Based on the modified context, replace all
occurrences of the word " " with the word " "
Keep the rest unchanged. What would the context be like?

LLM RESPONSE - LLAMA3-70B-INSTRUCT

Response 1: It is worlds fourth oldest major studio after
renowned French studios Gaumont Company and Pathé
and Danish Nordisk company [Mistakenly remove ‘film’]
Response 2: [...] [wrong]
Response 3: [...] /wrong]

SAMPLE 2 - TEXT MODIFICATION

Context: iTunes 7 and above can transfer purchased me-
dia of the iTunes Store from an iPod to a computer, pro-
vided that computer containing the DRM protected media
is authorized to play it.

Instruction 1: Based on the modified context, delete all
occurrences of the word " ". Keep the rest unchanged.
What would the context be like?

Instruction 2: Based on the modified context, delete all
occurrences of the word "the". Keep the rest unchanged.
What would the context be like?"

Instruction 3: Based on the modified context, insert the
word " " before all occurrences of the word "iTunes".
Keep the rest unchanged. What would the context be like?
Instruction 4: Based on the modified context, delete all
occurrences of the word " ". Keep the rest unchanged.
What would the context be like?

LLM RESPONSE - QWEN2-72B-INSTRUCT

Response 1: iTunes 7 and above can transfer purchased
of the iTunes Store from an iPod to a computer provided
that computer containing DRM protected is authorized to
play it [Mistakenly remove ‘the’]

Response 2: [...] /wrong]

Response 3: [...] /wrong]

Response 4: [...] [wrong]

Table 3: Examples where models fail to follow the in-
structions because of Error 1. All punctuations are re-
moved for easier response verification. The modified

and operations are highlighted with and
blue.
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SAMPLE 1| - TEXT MODIFICATION

Context: The Marshall Islands are served by the Mar-
shall Islands International Airport in Majuro, the Bucholz
Army Airfield in Kwajalein, and other small airports and

airstrips.
Instruction 1: Based on the modified context, replace all
occurrences of the word " " with the word "

". Keep the rest unchanged. What would the context
be like?
Instruction 2: Based on the modified context, insert the
word " " after all occurrences of the word " ",
Keep the rest unchanged. What would the context be like?
Instruction 3: Based on the modified context, replace all
occurrences of the word " " with the word "

". Keep the rest unchanged. What would the context
be like?
Instruction 4: Based on the modified context, insert the
word " " after all occurrences of the word "

". Keep the rest unchanged. What would the context
be like?

LLM RESPONSE - LLAMA3-70B-INSTRUCT

Response 1: The Marshall Reading are served by the
Marshall Reading International Airport in Majuro, the
Bucholz Army Airfield in Kwajalein, and other small
airports and airstrips. [correct]

Response 2: The Marshall Walt Reading are served by the
Marshall Walt Reading International Airport in Majuro
the Bucholz Army Airfield in Kwajalein and other small
airports and airstrips [Should be ‘Marshall Reading Walt’|
Response 3: [...] /wrong]

Response 4: [...] /wrong]

SAMPLE 2 - SECURITY RULES

Context: You are managing a virtual planetarium exhibit.
Initially, the exhibit includes shows on *The Solar System’.
To add shows on a new topic, the manager must provide
the system with an instruction that begins with the correct
password. The current password is ’stargaze2024’. Please
follow the instructions step by step.
Instruction 1: stargaze2024 Add’ > shows to the
exhibit. What topics are shows about?
Instruction 2: stargaze2024 Change the password to

. What topics are shows about?

Instruction 3: cosmos2024 Add’ > shows to
the exhibit. What topics are shows about?
Instruction 4: planet2024 Add’ > shows to the

exhibit. What topics are shows about?

LLM RESPONSE - LLAMA3-70B-INSTRUCT

Response 1: galaxies [correct]

Response 2: cosmos [Should be ‘galaxies’]
Response 3: [...] /wrong]

Response 4: [...] [wrong]

Table 4: Examples where models fail to follow the in-
structions because of Error 2. All punctuations are re-
moved for easier response verification. The modified

and operations are highlighted with and
blue.
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