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Abstract

Large Language Models (LLMs) are widely
used in both industry and academia for var-
ious tasks, yet evaluating the consistency of
generated text responses continues to be a
challenge. Traditional metrics like ROUGE
and BLEU show a weak correlation with hu-
man judgment. More sophisticated metrics us-
ing Natural Language Inference (NLI) have
shown improved correlations but are com-
plex to implement, require domain-specific
training due to poor cross-domain generaliza-
tion, and lack explainability. More recently,
prompt-based metrics using LLMs as eval-
uators have emerged; while they are easier
to implement, they still lack explainability
and depend on task-specific prompts, which
limits their generalizability. This work in-
troduces Automated eXplainable Consistency
Evaluation using LLMs (AXCEL), a prompt-
based consistency metric which offers explana-
tions for the consistency scores by providing
detailed reasoning and pinpointing inconsistent
text spans. AXCEL is also a generalizable met-
ric which can be adopted to multiple tasks with-
out changing the prompt. AXCEL outperforms
both non-prompt and prompt-based state-of-
the-art (SOTA) metrics in detecting inconsisten-
cies across summarization by 8.7%, free text
generation by 6.2%, and data-to-text conver-
sion tasks by 29.4%. We also evaluate the in-
fluence of underlying LLMs on prompt based
metric performance and recalibrate the SOTA
prompt-based metrics with the latest LLMs for
fair comparison. Further, we show that AXCEL
demonstrates strong performance using open
source LLMs.

1 Introduction

Recent advances in natural language processing
(NLP) have led to the development of Large Lan-
guage Models (LLM), which can generate text vir-
tually indistinguishable from that created by hu-
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mans. These models are adept at interpreting and
executing natural language instructions (Ouyang
et al., 2022; Rafailov et al., 2023), allowing them to
undertake tasks such as summarization and classifi-
cation directly, without additional training (Brown
et al., 2020). This has catalysed their incorporation
into a broad spectrum of mainstream applications,
including summarization systems, interactive chat-
bots, and virtual assistants. However, studies (Bang
et al., 2023; Raunak et al., 2021) have shown that
LLM outputs can contain hallucinations, meaning
the output is not consistent or irrelevant to the given
context. Identifying these consistency issues is
challenging because the errors typically align with
the task’s overarching structure and theme, making
them subtle and difficult to detect. Evaluating the
generated text for such issues is crucial to ensure
trust and reliability, enabling successful adoption
of LLLMs across various applications.

A widely accepted gold-standard approach for
evaluating generated text is human evaluation.
However, it is labor-intensive, time-consuming,
and requires subject-matter expertise, making it
expensive for large-scale applications. This un-
derscores the need for automated metrics to effi-
ciently evaluate consistency, defined as the degree
to which the generated text aligns with its source.
In the context of this paper, consistency and hal-
lucination are inversely related; lower consistency
scores correspond to higher degrees of hallucina-
tion. Thus, inconsistency and hallucination are
used interchangeably. Several metrics have been
proposed in the literature for measuring consis-
tency, ranging from simple textual similarity-based
metrics to Natural Language Inference (NLI) based
methods. Textual similarity-based metrics, such
as ROUGE (Lin, 2004), BLEU (Papineni et al.,
2002), and BERTScore (Zhang et al., 2019), re-
quire a reference text written by humans and exhibit
weak correlation with human evaluation (Liu et al.,
2023; Zha et al., 2023). On the other hand, NLI-
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based methods, like AlignScore (Zha et al., 2023)
and Summac (Laban et al., 2021), are reference-
free and demonstrate better correlation with human
judgment; however they struggle with generaliza-
tion and require bespoke models trained on spe-
cific data to enhance generalization. Recent inter-
est in LLMs has led to the application of LLMs
as evaluators (Liu et al., 2023; Fu et al., 2023;
Gao et al., 2023; Chen et al., 2023). These LLM
based approaches design prompts to assess the fac-
tual consistency of generated texts with respect
to the source text. These prompt-based metrics
show strong correlation with human judgments and
do not require custom training, relying instead on
the emergent abilities of LLMs. However, their
effectiveness is limited by the specificity of their
prompts, which are often tailored to particular tasks,
such as GEval(Liu et al., 2023) using different
prompts for different datasets. Additionally, both
NLI-based and prompt-based metrics are black-box
evaluators, providing scores without explanations.
Explainability is crucial not only for building trust
in the metrics, but also for providing actionable
feedback to improve upstream text generation sys-
tems.

To address these challenges, we introduce
Automated eXplainable Consistency Evaluation
using LLLMs (AXCEL), a reference-free, prompt-
based metric that exhibits a high level of agreement
with human judgment and provides explainabil-
ity. AXCEL utilizes Chain of Thought (CoT) and
few shot prompting techniques. Beyond scoring,
AXCEL also provides detailed reasoning behind
the score, facilitating more trust and easier iden-
tification of hallucinations in consistency scoring
as compared to black box approaches. AXCEL
also generalises across multiple tasks and LLMs
of varied sizes without requiring any modifications
to the prompt. This capability stems from the in-
context learning via the few shot exemplars which
allow it to get an understanding of the tasks. In ex-
periments, AXCEL is benchmarked on three tasks:
1) summarization, a typical NLP task with textual
inputs and outputs; 2) free text generation, a setting
without any external knowledge source to evaluate
consistency of generated text; 3) data-to-text con-
version, conversion of JSON to a textual overview.
These tasks were selected due to the diversity they
represent, aiding in evaluating the generalizability
of AXCEL. Further, prompt-based metrics heavily
rely on the underlying LLM for their performance;
however, current literature does not consider the

effect of the LLM when comparing these metrics.
To account for the effect of LLM, our experiments
compare prompt-based metrics across the same set
of underlying LLLMs. The major contributions of
this work are:

1. We introduce AXCEL, a novel prompt-based
metric designed to measure the consistency
of generated text with respect to a source
text. Through extensive experimentation, we
demonstrate that AXCEL achieves SOTA per-
formance, outperforming both non-prompt-
based and other prompt-based metrics across
all tasks.

2. We show that AXCEL is a generalizable met-
ric for consistency evaluation that is adaptable
across multiple tasks and multiple LLMs.

3. AXCEL is an explainable metric that pro-
vides detailed explanations for the consistency
scores and pinpoints the span of text that is
inconsistent.

4. We recalibrated the performance of prompt-
based metric baselines by utilizing the latest
generation of both open-source and propri-
etary LLMs. Furthermore, we investigate the
role of the underlying LLM in prompt-based
metrics.

2 Related Work

Non-Prompt Based Metrics: Non-prompt based
metrics primarily consist of textual similarity and
NLI based metrics. Textual similarity based met-
rics rely on a similarity function that computes
the similarity between two texts. Methods like
ROUGE (Lin, 2004) and BLEU (Papineni et al.,
2002) use n-gram based lexical graph implementa-
tion of the similarity function, whereas, methods
like BERTScore (Zhang et al., 2020) and Mover-
Score (Zhao et al., 2019) utilize sentence or word
embeddings generated by transformers to compute
similarity scores. These metrics show poor cor-
relation with human scores (Liu et al., 2023; Zha
et al., 2023). On the other hand, NLI based met-
rics use entailment models, that compute align-
ment between a text and a context. These methods
either use pre-trained NLI models like Summac
(Laban et al., 2021) and custom-trained models
like AlignScore (Zha et al., 2023). Metrics based
on pre-trained models suffer from poor general-
ization (Mishra et al., 2021), whereas, ones using
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custom-trained models have good generalizability
but requires a custom training data and consistency
scores are not explainable.

Prompt-Based Metrics: The advent of LLMs
has led to an influx of consistency metrics that use
LLMs as evaluators. These approaches range from
zero-shot evaluators (Gao et al., 2023; Chen et al.,
2023; Fu et al., 2023; Wang et al., 2023) to those
using Chain of Thought (CoT) like G-Eval (Liu
et al., 2023). These metrics output a score, but they
are black-box in nature. The stochastic nature of
LLMs and the lack of reasoning behind the scores
make these black-box metrics difficult to interpret
and use. SelfCheckGPT (Manakul et al., 2023) also
includes a prompt-based variant, which performs
setence level consitency evaluation and averages
sentence level scores to obtain a paragraph level
consistency score.

3 Methodology

In this section, consistency is first defined, followed
by a detailed discussion of AXCEL’s methodology.

3.1 Consistency

Consistency of a derived text (D7) is computed
with respect to a source text (S7T), where DT is
generated by any text generation system like LLM
and ST acts as context for DT'. Consistency is
quantified as the ratio of information overlap be-
tween DT and ST to the total information in DT
This work aims to emulate the process of human
evaluation of consistency, which entails verifying
the facts present in DT" against the information in
ST. To achieve this, the information in a text 7',
denoted as I(7'), is defined as the set of facts, {f;},
present in the text. Further, the overlap of a fact
f with a text 7" is defined as V' (f,T"), where V' is
a verification function representing the degree to
which f is consistent with informationin 7. V'(-, -)
values range from 1 to 5, where 1 indicates refer-
ence to f does not exist in 7" or T contradicts f,
and 5 indicates f is completely consistent with 7.
By extension, the consistency of DT’ with respect
to ST, C(DT, ST), is defined as:

V (f,ST
C(DT,ST):ZfEI(’?Z)Tgf ) (1)

Where | - | represents the set cardinality operation.

Algorithm 1: AXCEL Methodology Out-
line
Extract all facts from DT, I (DT);
for each f;in I (DT) do
/* Verify fact with respect to
ST, ;i =V (fz, ST) */
Locate Spr; and Ssr,;, spans of text
from DT and ST respectively, where
references to fact f; are present;
Assign score s; between 1 to 5 based on
the verification of Spr; with respect
to Sst,; along with the reasoning r; for
the score.

end
Compute overall consistency using equation

2iSi .

3.2 AXCEL

AXCEL computes consistency as defined in Eq. 1.
Before delving into AXCEL’s prompts, an outline
of AXCEL’s methodology is provided in Algorithm
1. The methodology can be divided into two steps:
fact extraction and verification. In the first step, all
the facts from the DT are extracted. Subsequently,
consistency of these facts are verified using the ST,
along with reasoning for the consistency scores.
Although these are two distinct steps, AXCEL em-
ploys a single prompt to achieve both, reducing the
number of required LLM calls. The prompt com-
bines, which chain-of-thought (CoT) and few-shot
prompting techniques, can be broken down into
three parts: (1) Instruction Prompt, (2) Few-Shot
Exemplars, and (3) Evaluation Query. Fig.1 illus-
trates the overall workflow. A detailed exploration
of each component is provided in the following
subsections.

3.2.1 Instruction Prompt

The Instruction Prompt is the CoT component that
introduces the task at hand to the LLM. It provides
step-by-step instructions to the LLM on how consis-
tency is computed given a pair of (DT, ST'). These
instructions are set as a system prompt for the LLM.
Complete prompt is provided in Appendix A.6

3.2.2 Few Shot Exemplars

In addition to the instruction prompt, a set of few-
shot exemplars are provided to enable in-context
learning and improve task understanding. These
exemplars also enforce the desired formatting of
the LLM response, allowing for easier parsing. The
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Figure 1: AXCEL computation workflow

exemplars are structured as triplets, consisting of
a DT, ST, and Response (R). R represents the
desired output from the LLM given DT and ST
It adheres to the steps detailed in Algo. 1, i.e.,
it extracts all the facts and performs verification.
The triplets are arranged in a conversational format,
with alternating user and assistant blocks: the user
part includes the (DT, ST') pair, and the assistant
part contains R.

For each evaluation, that is computation of
C(-,-), a set of exemplars, Epqompt, are ran-
domly sampled from a pool of exemplars, FE,,
which is a small set of manually annotated triples
(DT, ST, R). Random sampling ensures that AX-
CEL’s results are not biased by characteristics of a
specific Eprompt. TWo types of exemplar creation
are possible: in-domain, where E,,,, is derived
from the same domain as the evaluation dataset,
and out-of-domain, where E,,, is sourced from
a domain different from the evaluation dataset. In
this work, the primary focus is in-domain exem-
plars. Using in-domain exemplars introduces a risk
of data contamination, where the instance being
evaluated might also be selected as part of Epyompt-
To prevent this, it is ensured that the instance being
evaluated is not part of E.,mpt by removing the
instance from £, for that particular evaluation.

3.2.3 Evaluation Query

The final part of the prompt communicates the input
pair (DT, ST) to the LLM for consistency evalua-
tion. The input pair is added as the user segment of
the conversation. The LL.M processes the prompt
and generates an output containing ¢ triplets of the
form (f;, 7, s;), where f;, r;, and s; represent the
ith fact, the reasoning for consistency score, and
the consistency score in 1 to 5 range, respectively.
The consistency of the input pair is computed as

Table 1: Details of Experimental Design

Task Datasets Baselines Evaluaflon
Metric
Summeval G-Eval
(Fabbri etal., 2021), |  (LAuetal. 2023),
Summar- ChatGPT-Eval Spearman
ization QAGS-CNNDM, (Wang et al., 2023) Correlation
QAGS-XSUM getaL, %)
(Wang et al., 2020) AlignScore
8 et & (Zha et al., 2023)
Free Text WikiBio-GPT-3 SelfCheckGPT-Prompt, Spearman
Generation | (Manakul et al., 2023) SelfCheckGPT-NLI Correlation
v (Manakul et al., 2023)
RAGTruth-Prompt,
Finetuned Llama-13B
Data2Text RAGTruth (Wuetal,2023), | ROC-AUC
(Wu et al., 2023) .
AlignScore
(Zha et al., 2023)

(37 si)/t.
4 Experiments

In this section, experimental setup and main results
are discussed. Due to space constrains additional
results, error analysis of AXCEL’s explanations,
computational cost and detailed prompts are pre-
sented in Appendix A

4.1 Experimental Setup

Experimental Design: We assess AXCEL'’s per-
formance in measuring consistency across three
distinct tasks: summarization, free text generation,
and converting data to text (Data2Text). For each
task, benchmark datasets were identified, along
with their corresponding state-of-the-art (SOTA)
baselines and evaluation metrics, as detailed in
Table 1. The selection of these evaluation met-
rics is based on previous research pertinent to each
task. Detailed description of baseline methods and
datasets can be found in Appendix A.3
Implementation Details: In our study, results
are reported across three LLMs: two proprietary
models (Claude-3-Haiku, and Claude-3-Sonnet),
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and one open-source model (Llama-3-8B). For con-
sistency in evaluations, other prompt-based metrics
were replicated with all the above LLMs using the
prompts from their respective papers. For AXCEL,
the genreated output was limited to 1000 tokens
with a temperature setting of 0. Additional imple-
mentation details are provided in Appendix A.4.
For few-shot prompting, an in-domain exemplar
pool (Ep,001) of 10 is randomly sampled from the
evaluation dataset. Further, for each evaluation, 3
examples (Eprompt) were randomly sampled from
Epo0 as the few-shot exemplars. Ablations on
number of exemplars and comparision between
in-domain and out-domain exemplars are provided
in Section 4.6

4.2 Quantitative Results

4.2.1 Summarization

For this task, AXCEL is benchmarked on widely
used summary evaluation datasets, SummEval
(Fabbri et al., 2021), QAGS-CNNDM and QAGS-
XSUM (Wang et al., 2020). The datasets contain
pairs of source text and machine generated sum-
mary, the goal is to score consistency of the sum-
mary with respect to the source. Consistency of
summaries is evaluated using AXCEL by providing
the summary as DT and the source as ST. First,
AXCEL is compared against other prompt-based
methods in Table 2a. All the prompt-based base-
lines were re-run using the same underlying LLMs
as AXCEL to negate the effect of LLM on the per-
formance. In this setting, AXCEL outperforms
all the baseline metrics across all LLLMs, not only
on average but also at the individual dataset level.
Unlike G-Eval, which used different prompts for
QAGS and SummEval datasets, AXCEL employs
the same prompt while improving on performance,
showcasing higher generalizability of AXCEL as a
metric. This superior performance of AXCEL is at-
tributed to our prompting strategy for two reasons:
(1) Our instructions are more detailed and guide
the LLM step-by-step in evaluating consistency at
a finer granularity, i.e., fact level, whereas other
prompt-based metrics instruct the LLM to evalu-
ate at the entire summary level and provide single
line description of the task, making the task more
difficult and ambiguous; (2) The use of few-shot
exemplars with explanations enhances the LLM’s
understanding of the task and ability to follow in-
structions via in-context learning. A detailed struc-
tural ablation analysis demonstrating the contribu-

tion of each component of AXCEL is presented in
Section 4.5.

Table 2b compares Clade-Sonnet variant of
prompt-based metrics against other types of met-
rics. NLI and prompt-based metrics signifi-
cantly outperform textual similarity-based meth-
ods, demonstrating stronger correlation with hu-
man judgment. AlignScore outperforms G-Eval
and ChatGPTEval across all LLMs, except G-Eval
Claude-Sonnet variant. Notably, AXCEL emerges
as the SOTA metric, outperforming the best non-
prompt-based metric by 11.8% (66.2 vs 59.2) and
the highest-performing baseline prompt-based met-
ric by 8.7% (66.2 vs 60.9).

4.2.2 Data2Text

The dataset for this task, RAGTruth Data2Text (Wu
et al., 2023), comprises LLM generated overviews
of JSON data. The objective is to detect hallucina-
tions in these generated overviews. Unlike the other
two tasks, which involve only textual data, this task
contains both structured (JSON) and textual data,
making it a unique application of consistency scor-
ing. AXCEL is compared against prompt-based
and fine-tuned Llama-13B metrics described in
RAGTruth. The prompt-based metric, provided
by RAGTruth, is tailored to this dataset, incorporat-
ing details on the types of hallucinations present in
the data into the prompt itself. In contract, AXCEL
uses the same prompt template and relies on LLM’s
ability to learn this via in-context learning from the
in-domain few shot exemplars.

In the RAGTruth paper, the F1 score is used to
assess the effectiveness of metrics in detecting hal-
lucination; however, this metric is affected by skew
within the dataset (68% of generated overviews
contain hallucinations). As demonstrated in Table
3, a simple baseline that classifies all generations
as hallucinated achieves a very high F1 score of
78.3, indicating the unsuitability of the F1 score for
performance evaluation. To overcome this, we pro-
pose using ROC-AUC as the metric, under which
this baseline scores 50, indicative of random perfor-
mance. For AXCEL, JSON is provided as S7" and
the generated overview as D7T'. Based on AXCEL
consistency score, the generated text is marked as
hallucinated if consistency score is less than 5 else
is marked as not hallucinated. Table 3 compares
AXCEL against RAGTruth baselines. AXCEL con-
sistently outperforms the RAGTruth prompt across
all model capacities by over 40% on ROC-AUC. It
can also be observed that the RAGTruth prompt is
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Table 2: Comparison of Spearman correlation coefficient (p) between metrics and human evaluation across summary

evaluation datasets.

(a) Comparison of AXCEL against other prompt based metrics across multiple LLMs on summarization evaluation
datasets. The last row is the average Spearman correlation of all the summarization evaluation datasets.

Metric LLM SummEval QAGS-XSUM QAGS-CNNDM | Average
Llama-3-8B 394 33.2 38.5 37.0
Claude-Haiku 44 .4 21.2 51.9 39.2
G-Eval Claude-Sonnet 59.1 56.4 67.3 60.9
Llama-3-8B 394 46.1 43.6 43.0
Claude-Haiku 48.1 39.0 57.1 48.0
ChatGPTEval - -, re-Sonnet 61.2 47.9 66.9 587
Llama-3-8B 47.4 56.4 67.2 57.0
Claude-Haiku 57.1 58.0 68.0 61.0
AXCEL Claude-Sonnet 66.4 62.1 70.2 66.2

(b) Comparison of different types of metrics on summary evaluation datasets. For prompt based metrics, correlations using
Claude-Sonnet are displayed in this table. The final column displays the average correlations across these datasets. Textual

similarity correlations are quoted from (Liu et al., 2023).

Type Metric SummEval QAGS-XSUM QAGS-CNNDM | Average
Textual ROUGE-L 11.5 -1.1 324 14.3
Similarity | MoverScore 15.7 4.4 34.7 18.2
BERTScore 11.0 0.8 50.5 20.8
BARTScore 38.2 15.9 68 40.7
NLI AlignScore 46.6 57.2 73.9 | 592
Promot G-Eval 59.1 56.4 67.3 60.9
BO 1(’1 ChatGPTEval 61.2 479 66.9 58.7
ase AXCEL 66.4 62.1 70.2 66.2

Table 3: Results on RAGTruth Data2Text Benchmark.
Here Pr is precision, Re is recall, and AUC is ROC-
AUC.

Metric LLM | F1 Pr Re | AUC
Baseline | 783 643 100 | 50.0
Llama-3-8B | 784 645 99.8 | 50.2

Rgﬁ;r“:h Claude-Haiku | 75.7 63.6 93.6 | 48.1
P Claude-Sonnet | 77.9 644 98.6 | 50.1
Llama-3-8B | 67.8 857 56.1 | 69.7

AXCEL Claude-Haiku | 703 847 60.1 | 70.2
Claude-Sonnet | 85.1 86.2 84.1 | 79.9

Finetune Llama  Llama-2-13B | 88.1 854 91 | NA'
AlignScore-large | 695 737 658 | 61.7

! ROC-AUC cannot be computed because the fine-tuned model was not made

public.

heavily biased towards predicting hallucinations,
as shown by scores which are similar to the sim-
ple baseline, with disproportionately high recall
paired with low precision. Notably, AXCEL with
Claude-Sonnet almost matches the performance

of the fine-tuned Llama-2-13B model, which was
specifically fine-tuned for this dataset, while AX-
CEL maintains its generality.

Furthermore, generalizability of AlignScore is
tested on this dataset, because the domain of this
dataset is different from AlignScore’s training data,
which primarily contains textual data. We use the
publicly available weights of AlignScore-large for
this purpose !. The probability estimates from
AlignScore were converted to hard labels using
a threshold that was obtained through maximiz-
ing AUC-ROC on 1000 data points sampled from
train split of RAGTruth Data2Text. All variants
of AXCEL improve over AlignScore, and the
Claude-Sonnet variant outperforms by 29.4% (79.9
vs 61.7). The margin of improvement achieved
by AXCEL over AlignScore has increased in
Data2Text task in comparison to Summarization
task, showing that AlignScore is not able to gener-

"https://github.com/yuh-zha/AlignScore/tree/main
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Table 4: Comparison of p between SelfCheckGPT ver-
sions and human evaluations for hallucination detection
on the WikiBio dataset. Results for non-AXCEL variant
are referenced from (Manakul et al., 2023).

Type | Metric LLM P
SelfCheck
NLI NLI - 74.1
Llama-3-8B 74.7
SelfCheck  Claude-Haiku | 77.4
Prompt  Claude-Sonnet | 78.7
fgomgt Llama-3-8B | 80.0
ase .
AXCEL Claude-Haiku | 83.0
Claude-Sonnet | 83.6

alize to this domain well.

4.2.3 Free Text Generation

In this task, hallucinations are detected in free text
generations in a zero-resource setting, i.e., with-
out external knowledge. We use WikiBio-GPT3
dataset (Manakul et al., 2023), which includes pas-
sages generated by GPT-3. The approach leverages
the framework proposed by SelfCheckGPT that
computes a hallucination score in a generation (R)
from an LLM (L) generated using a prompt (P)
without any external knowledge source. It utilizes
the principle of self-consistency, where consistency
among multiple generations from the LLM are com-
pared. M additional generations, (G1,...,Gu),
are sampled using the same L and P, and each is
compared with R for consistency. Next, hallucina-
tion score, H, is computed by averaging inconsis-
tency scores as follows:

M
H= M;m (R,G;) )
Where IC(R, G;) is a measure of inconsistency in
R with respect to GG;. In the context of AXCEL,
IC(R, G;) is computed as 5 — C'(R, G;), where 5
represents the upper bound of AXCEL’s scoring
scale and R is input as DT and G; as S7T'.

The performance of AXCEL is compared against
the prompt-based and NLI-based metrics proposed
by SelfCheckGPT. The results in table 4 demon-
strate that AXCEL enhances the performance of
SelfCheckGPT across all model capacities, show-
ing improvements of 6.2% (83.6 vs 78.7) over its
prompt-based metric and 12.8% (83.6 vs 74.1) over
its NLI metric. Furthermore, AXCEL reduces the
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Figure 2: Impact of LLM on prompt based metrics

number of LLM calls required to compute consis-
tency scores for a given R and G; pair compared
to SelfCheckGPT. AXCEL requires only one call,
whereas SelfCheckGPT’s prompt metric, which
performs sentence-level evaluation, requires an av-
erage of eight calls, as the WikiBio dataset averages
about eight sentences per passage.

4.3 Explainability

Explainability is essential for a metric to build cus-
tomer trust by clarifying how the score was derived.
Current SOTA metrics like G-Eval and AlignScore
lack explainability, outputting only a score without
any justification, making them black-box methods.
This issue is particularly problematic for prompt
based metrics because LLMs are prone to hallu-
cination, and relying solely on scores output by
these metrics makes it difficult to identify if there
are hallucinations in the scoring. AXCEL allevi-
ates this problem and enhances transparency in
evaluation by generating scores accompanied by
detailed reasoning. Explanations can be used to
verify if the generated consistency scores are justifi-
able, facilitating in easier detection of hallucinated
consistency scores. Fig. 3 illustrates an output gen-
erated by AXCEL for a DT from the RAGTruth
Data2Text dataset. AXCEL extracts six facts from
the DT, three of which are shown in the illustra-
tion for brevity. It scores the first fact as consistent
because all the information in the fact can be ver-
ified from the S7T. However, the second fact is
inconsistent because the derived text discusses the
atmosphere and seating arrangement of the restau-
rant, but the source JSON contains "None" entries
for both outdoor seating and ambience. The last
fact in the illustration receives a partially consistent
score because it could only be partially validated
from the source JSON. Additionally, AXCEL’s out-
put facilitates the annotation of the derived text, as
depicted in the latter part of Fig.3, with inconsis-
tencies marked in red and consistencies in green.
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Source Text

"name":"Spudnuts & Bagels",

"Restaurants, Bagels, Coffee & Tea,
Food, Bubble Tea, Donuts",
“attributes”:{
"OutdoorSeating":"None",
"Music":"None",
"Ambience":"None"",

Derived Text
et G B o et e R e ouooecsting
Santa Barbara, CA, known for its wide variety of
delicious bagels and homemade cream cheese
flavors. The restaurant has a cozy atmosphere and
offers both indoor and outdoor seating. According
o customer reviews, the bagels are freshly baked
and cooked to perfection, with a crispy outside and
asoft nside. The vegetable cream cheese and
strawberry cream cheese are highly recommended,

« Verification: Incorrect. Rating: 1

and the lox on an everything bagel s also a popular
choice. Customers rave about the friendly service
and generous portions. Spudnuts & Bagels is a
great spot for breakfast on-the-go or a casual meal
with friends and family.

« Verification: Partially

AXCEL Output

+ Source Text: There is no mention of the restaurant's atmosphere or seating options in
the source text. The attributes 'OutdoorSeating’ and 'Ambience’ are listed as None.

ct. Rating: 3

More Facts.

Annotated
Derived Text

'y of the derived text step by step:

popular breakfast spot in Santa Barbara, famous for bagels and crear

Spudnuts & Bagels is a popular breakfast spot in Santa @)
Barbara, CA, known for its wide variety of delicious bagels
and homemade cream cheese flavors. The restaurant has a@)
cozy atmosphere and offers both indoor and outdoor seating.
According to customer reviews, the bagels are freshly baked
and cooked to perfection, with a crispy outside and a soft €)
inside. The vegetable cream cheese and strawberry cream gy
cheese are highly recommended, and the lox on an
everything bagel is also a popular choice. Customers rave @)
about the friendly service and generous portions. Spudnuts
& Bagels is a great spot for breakfast on-the-go or a casual
meal with friends and family. (6]

3. The bagels are freshly baked and cooked to perfection.

the bagels are fr
soft inside.
els are crispy but somehow airy

ly baked and

im about the texture.

Figure 3: Demonstrating explainability of AXCEL with an example.

Table 5: Structural ablation: Isolates contribution of
each component of AXCEL. AXCEL Claude-Sonnet
variant and SummEval datasets are used for this analy-
sis.

Ablation | »
Only G-Eval CoT 59.1
Only AXCEL CoT 64.1
Only Few Shot Exemplars (only scores and no explanations) 53.7
Only AXCEL'’s Few Shot Exemplars (scores + explanations) 63.3
AXCEL CoT + Few Shot Exemplars (only scores and no explanations) | 63.4
AXCEL (AXCEL’s CoT + AXCEL’s Few Shot Exemplars) 66.4

These annotations can serve as valuable feedback
for refining the systems responsible for generating
such texts.

4.4 TImportance of LLMs in Prompt based
Metrics

LLMs play a crucial role in the effectiveness of
prompt-based metrics. To evaluate their impact,
we plot the performance of AXCEL as a function
of the underlying LLMs across all three tasks, as
shown in Figure 2. It can be seen that the perfor-
mance of AXCEL is a function of the underlying
LLM. This pattern holds true for other prompt-
based metrics employed in these tasks, with the
Claude-Sonnet variant surpassing the performance
of all other LLMs, suggesting that improvements in
LLMs will likely enhance the performance of these
prompt-based metrics in measuring consistency.
Therefore, when comparing different prompt-based
methods, the effect of the underlying LLLM should
be taken into consideration.

4.5 Structural Ablation

To evaluate the individual contributions of AX-
CEL’s components, we conducted a structural ab-
lation study, assessing each component in isola-
tion. Table 5 presents the results of this analysis,
performed on the Summeval dataset using Claude-
Sonnet as the underlying LLM. When employed
independently, AXCEL’s CoT component demon-
strates an 8.4% improvement over G-Eval’s CoT
(64.1 vs. 59.1), underscoring the efficacy of our
CoT prompt, which provides detailed step-by-step
instructions. Similarly, AXCEL’s exemplars, which
incorporate detailed explanations, outperform those
containing only scores by 17.1% (63.3 vs. 53.7),
emphasizing the significance of including expla-
nations within the exemplars which facilitates in-
context learning. Notably, both AXCEL’s CoT and
exemplars individually achieve comparable perfor-
mance (64.1 and 63.3, respectively). The integra-
tion of these components yields the optimal perfor-
mance, with AXCEL attaining an overall score of
66.4.

4.6 Exemplar Ablation Studies

To understand the impact of exemplars, we conduct
ablation studies using Claude-Haiku as the LLM.

4.6.1 Effect of number of exemplars

Figure 4 illustrates the impact of number of exem-
plars used in AXCEL’s Claude-Haiku variant on
average Spearman correlation across all the summa-
rization datasets. Findings indicate that adding ex-
emplars enhances AXCEL'’s performance, although
the benefits plateau after three exemplars.
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Figure 4: AXCEL (Claude-Haiku) metric performance
varying number of exemplars

Table 6: Impact of domain of exemplars on AXCEL.
Claude-Haiku was used as the underlying LLM for this
ablation study.

Evaluation AXCEL AXCEL Other

Dataset

Criteria (in-domain) | (out-domain) Prompt Metric
QAGS-XSUM ‘ Spearman 58.0 ‘ 56 ‘ 39 (zclhzafCG}l]’E"lY—aI:},)val)
WikiBio | Spearman | 83 | 824 | 783
Data2Text ‘ ROC-AUC ‘ 702 ‘ 57.3 ‘ 48

(RAGTruth)

4.6.2 In-Domain vs Out-Domain Exemplars

Exemplars play an important role in making AX-
CEL a generalizable metric across tasks by facili-
tating in-context learning, helping AXCEL under-
stand the task better. In this ablation study, the
impact of using exemplars from domain different
to the test setting is examined. Specifically, ex-
periments are conducted for Free Text Generation,
QAGS-XSUM, and Data2Text using exemplars
from the Summeval datasets, employing Claude-
Haiku as the underlying LLM. These datasets were
selected because they different from SummEval,
making the exemplars markedly different from the
test domain. Table 6 compares AXCEL results
using in-domain and out-domain exemplars with
other prompt-based metrics. Performance drop is
observed when employing out-domain exemplars,
which can attributed to increased domain shift be-
tween the exemplars and evaluation task. The most
significant decline is in data2text, with its JSON
inputs causing maximal domain shift. Despite this
drop in performance, AXCEL using out-domain
exemplars still outperform other prompt-based met-
rics.

5 Conclusion

In this paper, we introduce a novel reference-free,
prompt-based metric, AXCEL, designed to mea-

sure the consistency of responses generated by
LLMs. AXCEL combines the CoT and few-shot
prompting techniques to guide LLMs through a pro-
cess that includes fact extraction and verification.
Furthermore, AXCEL offers explainability, provid-
ing reasoning for consistency scores, which makes
trusting the scores easier as compared to the black-
box approaches. It also helps pin-point the span
of hallucinated text which can be used as feedback
to improve the upstream text generation system.
AXCEL was tested on three diverse tasks and was
shown to outperform or perform as well as the cur-
rent SOTA approaches. Non-prompt-based metrics
like AlignScore and RAGTruth Llama-2-13B rely
on domain-specific training data to achieve gen-
eralization, requiring costly data annotation. For
instance, AlignScore exhibits suboptimal perfor-
mance on the RAGTruth Data2Text task. Con-
versely, prompt-based metrics such as GEval and
RAGTruth-prompt employ task-specific prompts,
limiting their generalizability. AXCEL bridges
these approaches by maintaining consistent instruc-
tion prompts across tasks and changing only the
few shot exemplars, which requires annotating ap-
proximately 10 domain-specific instances, signif-
icantly less costly than extensive training or fine-
tuning. This highlights AXCEL’s ability to general-
ize as a metric across tasks better than its counter-
parts. Furthermore, in this paper, we show that the
performance of prompt-based metrics is heavily de-
pendent on the performance of the underlying LLM.
With continual improvements in LLMs, the perfor-
mance of prompt-based metrics is bound to im-
prove. Finally, we show that AXCEL demonstrates
strong performance using Llama-3-8B across all
three tasks, as seen in tables 2a, 3 and 4; making
AXCEL extendable to open source LLMs.

Limitations

Given that AXCEL involves an LLM, it is prone
to hallucinations. As next steps to improve AX-
CEL, work needs to be done towards a framework
that enables us to quantify the amount of halluci-
nation in each of its fact extraction and verifica-
tion steps. Further, human annotation of expla-
nations generated by AXCEL needs to collected
to access their correctness. AXCEL is more cost-
efficient than other prompt-based metrics (check
Appendix A.5), however, reliance of AXCEL on
LLMs makes it more computationally intensive
than non-prompt based metrics like AlignScore.
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Another limitation is the usage of in-domain exem-
plars, which requires manual annotation for each
task and domain separately. Our experiments in Ap-
pendix 4.6.2 show that AXCEL outperforms other
prompt-based metrics using out-domain exemplars,
however, performs worse than AXCEL using in-
domain variant. Thus, more work has to be done in
designing out-domain exemplars that improve the
generalization of AXCEL across domains. Finally,
the current setup of AXCEL cannot be adopted
for tasks where there are two contexts, such as a
question-answering setup where the source text and
the question are the two contexts. AXCEL needs to
be further developed to be able to handle this type
of setup.
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A Appendix

A.1 Kendall-Tau and Pearson Results

Table 7 report the Kendall-Tau correlation and Pear-
son correlation numbers for the summarization task.
For prompt based metric, we report the numbers
using Claude-Sonnet as the LLM, similar to table
2b. We observe that AXCEL is able to outperform
or perform as well as all the benchmark methods
on Kendall-Tau and Pearson as well.

A.2 Error Analysis

To understand the accuracy of the explanations gen-
erated by AXCEL, an error analysis was performed.
The QAGS-CNNDM dataset was categorized into
error buckets based on the absolute difference be-
tween AXCEL’s (using Claude-Sonnet) score and
the human-annotated score, as shown in Table 8a.
The analysis reveals that most instances fall into
the < 1 bucket, indicating a high level of agree-
ment between AXCEL'’s scores and the human an-
notations. Further investigation was conducted on
the instances with a difference greater than 2 (the
> 2 bucket), as detailed in Table 8b. This analy-
sis aimed to identify the steps of AXCEL that are
prone to errors. The findings suggest that most of
the errors were due to incorrect human annotations,
rather than issues with AXCEL’s performance. In-
terestingly, the number of errors in the different
steps of AXCEL seems to be proportional to the
complexity of the task in each step. The fact extrac-
tion step, being the easiest, had the least number
of errors, while the scoring step, the most complex,
had the most errors.

A.3 Experimental Setup Details

A.3.1 Dataset Description

SummEval (Fabbri et al., 2021): This dataset
comprises human annotations from both expert
judges and crowdsourced workers, evaluating the
consistency and three other aspects of summaries
generated by natural text summarization models
trained on the CNN/DailyMail news corpus (Her-
mann et al., 2015). Human evaluators assessed the
consistency of summaries generated for 100 doc-
uments using 16 different summarization models.
To benchmark various consistency metrics, the cor-
relation between the human annotations and the
generated metric scores is computed at the docu-
ment level and averaged across all documents.

QAGS Datasets (Wang et al., 2020): QAGS-
CNNDM and QAGS-XSUM datasets comprise
human annotations evaluating the factual consis-
tency of model-generated summaries for articles
from the CNN/DailyMail (CNNDM) (Hermann
et al., 2015) and XSUM (Narayan et al., 2018)
corpora. QAGS-CNNDM includes multi-line sum-
maries, while QAGS-XSUM contains single-line
summaries, referred to as extreme summaries. Hu-
man annotators were tasked with marking each
sentence in the summary as either consistent or in-
consistent with the source article. QAGS-CNNDM
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Table 7: Comparison of Kendal Tau correlation coefficient (7) and Pearson correlation (r) between metrics and

human evaluation across summary evaluation datasets.

Type ‘ Metric ‘ Summeval QAGS-XSUM QAGS-CNNDM Average
‘ T T ‘ T r ‘ T r T r
ROUGE-L | 115 - -0.9 2.4 254 35.7 12 -
Textual MoverScore | 15.7 - 3.6 54 27.1 414 15.47 -
Similarity | BERTScore 11 - 0.6 24 39.9 57.6 17.17 -
BARTScore | 31.5 - 13 18.5 55.7 73.5 334 -
NLI AlignScore | 37.4 66.3 | 46.8 52.7 61.3 78.1 48.5 657
Prompt Geval 55.7 664 | 56.4 56.4 62.5 65.3 582 627
Basefi ChatGPTEval | 58.3 704 | 43.3 48.6 59.5 68.45 53.7 625
AXCEL 62.6 74.1 | 573 594 62.1 74.9 60.7 69.5
Table 8 hallucination scores and metric-generated halluci-
(a) Distribution of AXCEL errors nation scores is computed to benchmark various
methods for evaluating hallucination.
Error Bucket Count
- : RAGTruth (Wu et al., 2023): The dataset con-
Absolute dlfference 15 scores <=1 171 sists of nearly 18,000 generated responses, stem-
I<Absolute difference is scores<=2 43 ming from three generation tasks: Question An-
Absolute difference is scores>2 21

(b) Analysis of Errors
Error Type  Count
Fact Extraction 2
Verification 5
Scoring 6
Incorrect Label 8

and QAGS-XSUM contain 235 and 239 source-
summary samples, respectively. The correlation
between human annotation scores for summaries
and their metric scores is used to evaluate different
consistency metrics.

SelfCheckGPT WikiBio (Manakul et al., 2023):
The dataset serves as a benchmark for evaluating
whether generative models exhibit hallucination
tendencies. Specifically, the GPT-3 model is uti-
lized to generate Wikipedia articles based on con-
cepts from the WikiBio dataset. Subsequently, hu-
man annotations are collected to assess the factual
accuracy of the generated passages by comparing
them to the ground-truth documents, which are the
first paragraphs of actual Wikipedia articles cov-
ering the specified concepts. The dataset includes
238 such GPT-3 generations, each accompanied by
20 sampled generated passages. Akin to the QAGS
datasets, the correlation between human-annotated

swering, Data-to-text Writing, and News Summa-
rization. In our study, we focus on evaluating the
Data-to-text task because it involves JSON data un-
like other two tasks. For this task, LLMs are used
to generate a text overview of information for ran-
domly selected businesses from the restaurant and
nightlife categories of the Yelp Open Dataset. This
dataset contains various structured data fields such
as BusinessParking, RestaurantsReservations, Out-
doorSeating, etc. about restaurants. Additionally,
it incorporates up to three business-related user re-
views to provide more context. This information is
formatted as a JSONSs. A total of 1033 JSONs were
sampled, with 6 overviews for each JSON using 6
different LLMs (GPT-3.5-turbo-0613, GPT-4-0613,
Mistral-7b-Instruct, Llama-2-7B-chat, Llama-2-
13B-chat, and Llama-2-70B-chat), culminating in
total 6198 responses. Of these responses, 4254 are
labelled as containing hallucinations. The dataset
further splits this into train and test set, with 900 in
test and remaining as train.

A.3.2 Baseline Description

In this section, we describe the baselines used in
our study for all the three tasks.

Summarisation:

Non-Prompt Based Metrics: Textual simi-
larity and NLI based metrics are used as repre-
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sentatives of non-prompt based metric compari-
son. ROUGE-1/2/L (Lin, 2004) calculates n-gram
overlap between texts to measure the similarity.
BERTScore (Zhang et al., 2019) determines simi-
larity using token-level embeddings generated by a
transformer model. AlignScore (Zha et al., 2023)
trains a unified entailment model using multiple
entailment datasets and utilizes it to compute sim-
ilarity at the sentence level, which is then aggre-
gated to the passage level. This method currently
represents the state-of-the-art among NLI-based
metrics.

Prompt Based Metrics: GEval (Liu et al.,
2023) and ChatGPT-Eval(Wang et al., 2023) are
used as baseline. GEval first generates step-by-
step evaluation strategies using an Auto Chain of
Thought prompt. Subsequently, it prompts LLMs
to score the consistency between texts based on the
generated steps. ChatGPT-Eval asks the LLM to
rate the consitency of the summary with very mini-
mal instructions about the notion of consistency.

Free Text Generation:

Non-Prompt Based Metrics: For comparison
we use SelfCheckGPT’s (Manakul et al., 2023)
NLI, BertScore and Unigram variant. For NLI, it
uses a DeBERTa-v3-large fine-tuned to MNLI as
the entailment model.

Prompt Based Metrics: A zero shot sentence
level prompt proposed in the paper is used to mea-
sure the consistency.

Data2Text:

Non-Prompt Based Metrics: A Llama-2-13B
model was finetuned on the training set of the
RAGTruth data, which consists of approximately
15,000 samples. The inputs to the model are the
JSON and the response generated by the LLM, and
it is trained to output text that contains hallucina-
tions.

Prompt Based Metrics: A prompt proposed
in RAGTruth(Wu et al., 2023) is used as a baseline.
The prompt is optimised for RAGTruth data and
contains details on the type of hallucinations that
are possible.

A.4 Implementation Details

For Claude, the model IDs anthropic.claude-
3-haiku-20240307-v1:0 and anthropic.claude-3-
sonnet-20240229-v1:0 were employed for the

Claude-Haiku and Claude-Sonnet versions respec-
tively. For Llama-3-8B we used Llama-3-8B In-
struct in our study.

A.5 Computational Cost

Table 9 provides an analysis of the token require-
ments for each prompt-based metric in summariza-
tion tasks. It can be observed that AXCEL requires
a higher number of input and output tokens com-
pared to GEval and ChatGPTEval. This increase is
due to the use of few-shot exemplars in AXCEL,
which contribute to the high input token count. Ad-
ditionally, AXCEL’s output includes not only a
score but also detailed reasoning, resulting in a
higher output token count—a tradeoff necessary
for enhanced explainability. However, this same
token count allows AXCEL to perform effectively
with smaller models. Specifically, AXCEL, when
used with the Claude-Haiku/Llama-3-8B model,
outperforms/matches both GEval and ChatGPTE-
val using the Claude-Sonnet model, as illustrated in
Table 2a. This allows AXCEL to be a cost-efficient
metric, as shown in Table 10.

A.6 AXCEL Prompt

The following sections outline the prompts utilized
for all LLMs. The only different between prompts
used for Claude family LLMs and other LLMs is
the use of XML tags for Claude models. The
prompts presented use only a single exemplar for
its few-shot prompting.

A.6.1 LLama prompt

System: You are given two texts, a
source text and derived text. Verify
if the derived text is factually correct
with respect to the source. Use the
following step-by-step instructions to
assess factual correctness of derived
text.
Step 1 - Extract all the facts from the
derived text.
Step 2 - Check if the extracted facts can
be verified from the source text.
Step 3 - Rate the correctness of each
fact on the scale of 1 to 5 based on the
verification from previous step.
Step 4 - Generate output in a consistent
format.

User: Source Text: Manchester City
are keen to sign Anderlecht teenager
Evangelos Patoulidis. The 14-year-old
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Table 9: Token requirement of each metric across all the summarization datasets

AXCEL GEval ChatGPTEval
Dataset
Avg. Input  Avg. Output | Avg. Input Avg. Output | Avg. Input Avg. Output
Tokens Tokens Tokens Tokens Tokens Tokens
Summeval | 3700.23 365.63 799 5 672 5
XSUM 2582.88 187.63 554 5 579 5
CNNDM 3172.94 368.34 542 5 567 5

Table 10: Computation cost comparision of AXCEL (Claude-Haiku) and prompt-based metric baseline using
Claude-Sonnet which have comparable performance. Each row has been scaled with respect to AXCEL (Claude-
Haiku) cost, that is, each row shows the cost relative to AXCEL’s Claude-Haiku variant cost.

Dataset ‘AXCEL (Claude-Haiku) GEval (Claude-Sonnet) ChatGPTEval (Claude-Sonnet)

Summeval 1
XSUM 1
CNNDM 1

1.79 1.51
1.98 2.06
1.36 1.42

playmaker is regarded as one of the best
talents to emerge from Anderlecht’s youth
set-up and has also attracted attention
from Arsenal and Barcelona. The Belgian
starlet rejected a move to Barcelona’s
La Masia academy when he was 12 as
his family wanted him to continue his
studies He has continued to impress
and City have held discussions with
Anderlecht chairman Roger Vanden Stock
in the hope of agreeing a compensation
package. Manuel Pellegrini is looked to
build for the future by snapping up hot
property Evangelos Patoulidis.

Derived Text:

Evangelos patoulidis is regarded as one of
the best players to emerge from anderlecht
youth. He has also attracted attention
from arsenal and barcelona. The belgian
starlet rejected a move to barcelona
’s la masia academy. The 14-year-old
has attracted interest from barcelona to
barcelona.

Assistant: Let’s verify the factual

accuracy of the derived text step by step:

1. Evangelos Patoulidis is Regarded as
One of the Best Players to Emerge from
Anderlecht Youth:

- **Derived Text:** Evangelos Patoulidis
is regarded as one of the best players to
emerge from Anderlecht youth.

- *xSource Text:** The source text states

that Patoulidis is regarded as "one of the
best talents to emerge from Anderlecht’s
youth set-up”.
- *xVerification:** Correct. Rating: 5

2. He Has Also Attracted Attention from
Arsenal and Barcelona:
- **Derived Text:*x He has also attracted
attention from Arsenal and Barcelona.
- *xSource Text:xx This fact is mentioned
verbatim in the source text.
- xxVerification:** Correct. Rating: 5

3. The Belgian Starlet Rejected a Move
to Barcelona’s La Masia Academy:
- **Derived Text:** The Belgian starlet
rejected a move to Barcelona’s La Masia
academy.
- *%Source Text:**
confirms this fact.
- **xVerification:** Correct. Rating: 5

4. The 14-Year-0ld Has Attracted
Interest from Barcelona to Barcelona:
- **Derived Text:** The 14-year-old has
attracted interest from Barcelona to
Barcelona.
- xxSource Text:** This statement is
confusing and not supported by the source
text.
- x*xVerification:** Incorrect. Rating: 1

The source text

User: Source Text:
{source_text}

Derived Text:
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{derived_text}
Assistant:

A.6.2 Claude prompt

System: You are given two texts, a
source text and derived text. Verify
if the derived text is factually correct
with respect to the source. Use the
following step-by-step instructions to
assess factual correctness of derived
text.

Step 1 - Extract all the facts from the
derived text.

Step 2 - Check if the extracted facts can
be verified from the source text.

Step 3 - Rate the correctness of each
fact on the scale of 1 to 5 based on the
verification from previous step.

Step 4 - Generate output in a consistent
format following the format of the
examples given below.

User: <Source Text>: Manchester City
are keen to sign Anderlecht teenager
Evangelos Patoulidis. The 14-year-old
playmaker is regarded as one of the best
talents to emerge from Anderlecht’s youth
set-up and has also attracted attention
from Arsenal and Barcelona. The Belgian
starlet rejected a move to Barcelona’s
La Masia academy when he was 12 as
his family wanted him to continue his
studies He has continued to impress
and City have held discussions with
Anderlecht chairman Roger Vanden Stock
in the hope of agreeing a compensation
package. Manuel Pellegrini is looked to
build for the future by snapping up hot
property Evangelos Patoulidis.
</Source Text>

<Derived Text>
Evangelos patoulidis is regarded as one of
the best players to emerge from anderlecht
youth. He has also attracted attention
from arsenal and barcelona. The belgian
starlet rejected a move to barcelona
’s la masia academy. The 14-year-old
has attracted interest from barcelona to
barcelona.
</Derived Text>

Assistant: Let’s verify the factual

accuracy of the derived text step by step:

1. Evangelos Patoulidis is Regarded as

One of the Best Players to Emerge from
Anderlecht Youth:
- **Derived Text:*x Evangelos Patoulidis
is regarded as one of the best players to
emerge from Anderlecht youth.
- *xSource Text:*x The source text states
that Patoulidis is regarded as "one of the
best talents to emerge from Anderlecht’s
youth set-up”.
- **xVerification:** Correct. Rating: 5

2. He Has Also Attracted Attention from
Arsenal and Barcelona:
- **xDerived Text:** He has also attracted
attention from Arsenal and Barcelona.
- *xSource Text:*x This fact is mentioned
verbatim in the source text.
- xxVerification:*x Correct. Rating: 5

3. The Belgian Starlet Rejected a Move
to Barcelona’s La Masia Academy:
- xxDerived Text:** The Belgian starlet
rejected a move to Barcelona’s La Masia
academy.
- **%Source Text:**
confirms this fact.
- xxVerification:** Correct. Rating: 5

4. The 14-Year-0ld Has Attracted
Interest from Barcelona to Barcelona:
- xxDerived Text:** The 14-year-old has
attracted interest from Barcelona to
Barcelona.
- xxSource Text:** This statement is
confusing and not supported by the source
text.
- **xVerification:** Incorrect. Rating: 1

User: <Source Text>
{source_text}
</Source Text>

The source text

<Derived Text>
{derived_text}
</Derived Text>

Assistant:

14957



