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Abstract

Effective summarisation evaluation metrics en-
able researchers and practitioners to compare
different summarisation systems efficiently. Es-
timating the effectiveness of an automatic eval-
uation metric, termed meta-evaluation, is a crit-
ically important research question. In this po-
sition paper, we review recent meta-evaluation
practices for summarisation evaluation metrics
and find that (1) evaluation metrics are primar-
ily meta-evaluated on datasets consisting of
examples from news summarisation datasets,
and (2) there has been a noticeable shift in re-
search focus towards evaluating the faithfulness
of generated summaries. We argue that the time
is ripe to build more diverse benchmarks that
enable the development of more robust evalua-
tion metrics and analyze the generalization abil-
ity of existing evaluation metrics. In addition,
we call for research focusing on user-centric
quality dimensions that consider the generated
summary’s communicative goal and the role of
summarisation in the workflow.

1 Introduction

The evaluation of natural language processing sys-
tems is crucial to ensure their effectiveness and
reliability in real-world applications. It helps com-
pare systems, validate whether the designed prop-
erties work as intended, understand the strengths
and weaknesses of the underlying model, and of-
ten guide iterative improvements (Ribeiro et al.,
2020). Although human evaluation, especially for
natural language generation systems, is considered
the most reliable evaluation method (Huang et al.,
2020; Iskender et al., 2021; Khashabi et al., 2022),
automatic evaluation metrics are more widely used
due to their cost-effectiveness, ease of use, repeata-
bility, and speed (Graham, 2015; Gehrmann et al.,
2023).

In addition to assessing the performance of sum-
marisation systems, automatic summarisation eval-
uation metrics are also used for other purposes

during summarisation system development, such
as filtering noisy datasets to improve the quality
of training data (Chaudhury et al., 2022; Aharoni
et al., 2023), ranking sampled candidates to output
the best summary (Falke et al., 2019; Chaudhury
et al., 2022), and, integrating with reinforcement
learning framework as a reward function (Zhang
et al., 2020b; Stiennon et al., 2020).

A critically important question is how effective
these automatic summarisation evaluation metrics
are. In other words, do the evaluation results ob-
tained using these automatic metrics reflect the
genuine quality of the summaries and summari-
sation systems under examination? For example,
Goyal et al. (2022) conclude that existing automatic
metrics cannot reliably evaluate summaries gener-
ated using instruct-tuned GPT-3 model (Ouyang
et al., 2022), because they find that GTP-3 sum-
maries receive much lower scores than state-of-the-
art fine-tuned models (Liu et al., 2022) on auto-
matic metrics while outperforming them on human
evaluation using A/B testing.

Meta-evaluating summarisation evaluation met-
rics, especially building resources that enable as-
sessing the automatic metrics, has become urgent
and attracted significant research interest (Fabbri
et al., 2020; Bhandari et al., 2020; Clark et al.,
2023; Liu et al., 2023b; Laban et al., 2023). How-
ever, these resources were built and used in various
ways, leading to inconsistent and confusing conclu-
sions about the usefulness of these metrics.

In this position paper, we take a critical look
at the practices of meta-evaluating summarisation
evaluation metrics. Our paper is organised as fol-
lows: we first review recent meta-evaluation prac-
tices for summarisation evaluation metrics (Sec-
tion 2); then, in Section 3, we discuss research
trends and gaps around four critical decisions that
must be made when we assess the automatic met-
rics, namely, choosing data to annotate, defining
quality dimensions, collecting human judgements,
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and comparing automatic metrics against human
judgements. Finally, we provide recommendations
in Section 5.

2 Preliminaries

The task of summarisation aims to generate a sum-
mary ŷ given a source text x, where ŷ encapsulates
the key information in x. The summarisation evalu-
ation metric typically takes the generated summary
ŷ, optionally the source x or a (few) reference sum-
mary y, as input and produces a numeric value,
which is a proxy of the overall quality or a particu-
lar dimension of quality, of ŷ.

2.1 Summarisation Evaluation Metrics

Summarisation evaluation metrics can be roughly
grouped into categories based on what input data
they use (e.g., source text, reference summary),
what intermediate data they generate (e.g., auto-
generated questions based on the source text), what
underlying models they rely on (e.g., textual entail-
ment models):

Summary-only metrics take the generated sum-
mary ŷ as input and focus on how well the
generated text can be read, e.g., free of syn-
tactic errors or spelling errors (Mani, 2001;
Goldsack et al., 2023);

Similarity-based metrics take ŷ and one or a few
reference summaries y as input and measure
how similar ŷ and y are (Lin, 2004; Zhang
et al., 2020a);

Entailment-based metrics take both ŷ and the
source x as input and use entailment models
to determine whether the information in ŷ is
supported by x (Laban et al., 2022; Honovich
et al., 2022);

QA-based metrics use both ŷ and x and aim to
compare the factual information in ŷ and x
by eliciting answers from them for the same
question (Durmus et al., 2020; Deutsch et al.,
2021a);

Learning-based metrics aim to train an evalua-
tion model, using human annotations (Aha-
roni et al., 2023) or weak supervision sig-
nals (Kryscinski et al., 2020; Wu et al., 2023),
that directly outputs the quality score of ŷ
given x; and,

LLM-based metrics directly instruct large lan-
guage models to generate the quality score
of ŷ (Tam et al., 2023; Shen et al., 2023).

2.2 Meta-evaluation of Automatic Metrics
Estimating the effectiveness and reliability of an
automatic evaluation metric is a critically important
research question. To distinguish it from summari-
sation evaluation, researchers usually use the term
meta-evaluation to refer to this task, which is the
focus of our position paper.

Early studies of summarisation meta-evaluation
focus on assessing evaluation metrics according to
their ability to distinguish between human-written
and system-generate summaries (Rankel et al.,
2011). However, more recently, a widely ac-
cepted belief about meta-evaluation is that an effec-
tive evaluation metric should mirror human judge-
ments (Graham, 2015; Huang et al., 2020; Fabbri
et al., 2020; Gao and Wan, 2022). This is often ap-
proximated by calculating the correlation between
the evaluation results using the automatic evalua-
tion metric X and human judgements Z across a
set of summaries generated using various systems.

Assuming there are N source texts, and J sum-
marisation systems are employed, resulting in a
total of N × J output summaries. We use di to
represent the i-th source text and sji the summary
generated by the j-th summarisation system on di.
We use xji to represent the score assigned to sji by
the evaluation metric X and zji the corresponding
human judgement. To measure the correlation be-
tween X and Z, a correlation function (Corr, such
as Pearson, Kendall, or Spearman) is needed.

System-level protocol aggregates the evaluation
scores for a given summarisation system first via:

xj =
1

N

N∑

i=1

xji , (1)

where xj is an approximation of the judgement of
the j-th summarisation system by metric X . Simi-
larly, the human judgement can be aggregated via:

zj =
1

N

N∑

i=1

zji . (2)

Then, the two lists of judgements, each containing
J values, are taken as input to calculate the system-
level correlation coefficient and the corresponding
p-value:

r, p = Corr

([
x1, ·, xJ

]
,

[
z1, ·, zJ

])
. (3)
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Data Quality dimensions Comparison protocol

SUMMEVAL (Fabbri
et al., 2020)

Model-generated and (transformed)
reference summaries on news articles,
such as those in CNN/DM (Nallapati
et al., 2016), XSUM (Narayan et al.,
2018), XL-SUM (Hasan et al., 2021),
and MLSUM (Scialom et al., 2020)

Coherence, Faithfulness,
Fluency, Relevance

Correlation

REALSUMM (Bhandari
et al., 2020)

Relevance Correlation

FRANK (Pagnoni et al.,
2021)

Faithfulness Correlation

FFCI (Koto et al., 2022) Focus, Coverage, Coher-
ence

Correlation

FIB (Tam et al., 2023) Factual consistency Ranking

BUMP (Ma et al., 2023) Faithfulness Ranking, Classification

SEAHORSE (Clark
et al., 2023)

Comprehensibility, Repe-
tition, Grammar, Attribu-
tion, Main ideas, and Con-
ciseness

Correlation, Classifica-
tion

DIALSUMMEVAL (Gao
and Wan, 2022)

Model-generated summaries on
dialogues, such as those in
SAMSUM (Gliwa et al., 2019),
QMSUM (Zhong et al., 2021), and
MTSDIALOG (Ben Abacha et al.,
2023a)

Coherence, Consistency,
Fluency, Relevance

Correlation

DIASUMFACT (Zhu et al.,
2023)

Factual consistency Classification

(Ben Abacha et al.,
2023b)

Factual consistency Correlation

GO FIGURE (Gabriel
et al., 2021)

Model-generated and (transformed)
reference summaries on news articles
and dialogues

Faithfulness Correlation

ROSE (Liu et al., 2023b) Salience Correlation
SUMMEDITS (Laban
et al., 2023)

Model-generated summaries, and
LLM-edited reference summaries on
diverse domains, such as news articles,
scholarly articles, meeting transcripts,
government reports, legal bills, etc.

Faithfulness Classification

DIVERSUMM (Zhang
et al., 2024a)

Faithfulness Classification

(Ramprasad et al., 2024) Faithfulness Correlation

Table 1: A summary of recent benchmarks for meta-evaluating summarisation evaluation metrics.

Summary-level protocol calculates the correla-
tion between X and Z on each summary first:

ri, p = Corr

([
x1i , ·, xJi

]
,

[
z1i , ·, zJi

])
, (4)

and then apply an average operation to obtain the
summary-level correlation coefficient:

r =
1

N

N∑

i=1

ri. (5)

In addition to this common “correlation” per-
spective, recent studies focusing on evaluating the
faithfulness of summaries also use classification or
ranking protocols. That is, the generated summary
(or more fine-grained elements, such as a sentence)
is labelled by human annotators, for example as

“faithful” or “unfaithful”, and then automatic eval-
uation metrics are evaluated by whether they can
predict accurately the label of a given summary
(i.e., classification) or assigning a higher score to
the faithful summary than the unfaithful summary
(i.e., ranking).

We summarise recent benchmarks for meta-
evaluating summarisation evaluation metrics in Ta-
ble 1. A more detailed description of these bench-
marks can be found in the Appendix C.

3 Discussion

We identify there are four critical decisions that
must be made when we assess the automatic met-
ric: (1) what source texts and summaries to use; (2)
what quality dimensions to consider; (3) how to col-
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lect human judgements; and, (4) how to compare
the automatic metric against human judgements. In
this section, we discuss research trends and gaps
around these four aspects.

3.1 Choosing Data to Annotate

Source texts From Table 1, we can see that most
of the widely used meta-evaluation benchmarks use
source texts from news summarisation datasets, fol-
lowed by dialogue summarisation datasets. This is
not ideal because, first, evaluation metrics tailored
for evaluating news articles and summaries may
not be portable to other domains due to the lack of
respective resources. For example, QA-based eval-
uation metrics (Wang et al., 2020; Durmus et al.,
2020) usually start from extracting named entities
(e.g., person names) from source text and/or gener-
ated summary, around which questions are gener-
ated. However, entities of interest vary in different
domains, and effective named entity recognition
tools may not exist for specialised entity categories
in niche domains, making these evaluation metrics
hard to use. Secondly, the distribution of automatic
evaluation scores usually differs across texts from
various domains (Figure 1), and the generalisation
ability of these evaluators, which are calibrated to
the news domain, is underexplored (Laban et al.,
2023). Finally, evaluation metrics usually show
different correlation trends in different datasets,
making their practical utility unclear. For exam-
ple, Ramprasad et al. (2024) find that both QA-
based and NLI-based evaluation metrics correlate
well (Spearman’s rank correlation coefficients of
0.45 ∼ 0.59) with human judgements on examples
from news domain, but no correlation on biomedi-
cal domain (coefficients of −0.03 ∼ 0.11).

Output summaries A common strategy for col-
lecting summaries is assembling outputs from
diverse summarisation systems, which are ex-
pected to cover different error types. For exam-
ple, Clark et al. (2023) collect summaries from
models of various sizes (e.g., 220M parameters
of T5 (Raffel et al., 2020) and 540B parameters of
PaLM (Aakanksha et al., 2024)) and employ both 1-
shot in-context learning and fine-tuning approaches
to generate the summaries. They also select both
fully optimised and under-trained (i.e., trained for
only 250 steps) checkpoints, ensuring differences
in model quality.

Although these studies seek to diversify the sum-
marisation systems, they often operate under a uni-
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Figure 1: The distribution of consistency scores, mea-
sured using WeCheck (Wu et al., 2023), between source
text and reference summary from different datasets.
A score of 1 indicates a higher consistency level,
while 0 indicates inconsistency. CNN/DM and XSUM
datasets (Zhang et al., 2024b) include news articles,
SAMSUM (Gliwa et al., 2019) messenger-like conver-
sations, ARXIV (Cohan et al., 2018) scholarly articles,
and MTSDIALOG (Ben Abacha et al., 2023a) from
Doctor-Patient encounters.

form summarisation formulation. In other words,
the communicative goal and user preferences (e.g.,
the desired style and summary length) are disre-
garded when generating the summary. For exam-
ple, Ramprasad et al. (2024) use the same prompt
‘Article: [article]. Summarize the above article:’
for generating summaries across domains. This
simplified task formulation might be problematic
when translating findings to build real-world sum-
marisation applications. Summarisation involves
compressing information in the source text by def-
inition, and one key factor in this process is the
compression ratio. Figure 2 shows that, under
various constraints such as summary length (Koh
et al., 2022), evaluation metrics may exhibit vary-
ing characteristics since generating shorter sum-
maries (with a higher compression ratio) and eval-
uating these summaries is more challenging.

Summary Because of the lack of meta-
evaluation benchmarks covering various data dis-
tributions (i.e., source texts from different domains
and output summaries from different systems un-
der different task constraints), NLP practitioners
may take the risk of overestimating the general-
isation ability of automatic metrics (Chen et al.,
2021). That is, practitioners may employ the top-
performing evaluation metrics, e.g., for evaluating
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Figure 2: Evaluation results using WeCheck (Wu et al.,
2023) on two tasks proposed in Multi-LexSum (Shen
et al., 2022), where summaries are generated at different
target levels of granularity: tiny (25 words, on aver-
age), and short (130 words). Prompts used to generate
summaries can be found in Appendix Section A.

news summaries, and hope they work well for eval-
uating other types of summaries. To fill this gap,
we call for building more diverse benchmarks that
enable building more robust evaluation metrics and
analysing the generalisation ability of existing eval-
uation metrics across different domains.

3.2 Defining Quality Dimensions

Mani (2001) divide the summarisation evaluation
into two categories: intrinsic evaluation—testing
the summarisation system as of itself—and ex-
trinsic evaluation—testing based on how the gen-
erated summary affects the completion of some
downstream tasks (e.g., efforts required to post-
edit the generated summary to an acceptable, task-
dependent state). We notice that most—if not all—
recent benchmarks focus on quality dimension re-
lating to the intrinsic evaluation but overlook the
extrinsic evaluation.

From Table 1, we observe quality dimensions
considered in recent benchmarks can be roughly
grouped into two categories: (1) content quality,
concerning to which extent the generated summary
accurately reflects the most important information
in the source text, and (2) language quality (e.g.,
coherency, fluency, comprehensibility) of the gen-
erated summary itself. We also notice that there
is a shift in research focus towards content quality,
especially the faithfulness of generated summaries.

Fonseca and Cohen (2024) argue that summari-
sation evaluation should consider the variability in

communicative intentions. They choose three inten-
tional aspects: conciseness (e.g., Write a summary
of the article above in 3 sentences), narrative per-
spective (e.g., Write in third person), and keyword
coverage (e.g., Focus on the keywords: Thomp-
son, sampling, sequential, variational). They de-
fine intention control metrics to assess whether the
generated summaries follow these intentions ac-
curately. Zhang et al. (2024b) also point out that
the summarisation evaluation should depend on the
application scenarios and align with user values.
They argue that, for example, the bullet point style
summaries in CNN/DM (Nallapati et al., 2016)
are rated by human annotators with low coherence
scores; however, they may suffice for being dis-
played on news websites.

It is also worth noting that some quality dimen-
sions are user-centric by nature, but most existing
studies have overlooked the subjectivity of these
dimensions. For example, when we define the read-
ability of plain-language summaries of scientific
articles (Goldsack et al., 2022), the end users’ lan-
guage and domain background should be taken into
consideration. Another example is clinical conver-
sation summarisation (Ben Abacha et al., 2023b);
depending on whether the summary is provided for
the clinicians or the patients, the same quality di-
mension (e.g, comprehensibility) should be defined
differently.

Subtle differences behind the same term We
observe a clear shift of research focus towards the
content quality, especially faithfulness, of summari-
sation, mainly because recent LLM-based sum-
marisation models have shown a remarkable ca-
pability to produce text of high language quality
but still struggle with generating accurate content
in a conditional-generation setting (Gao and Wan,
2022).

However, we also notice that different studies
may investigate the same quality dimension fol-
lowing slightly different definitions, resulting in
confusing conclusions. For example, Fabbri et al.
(2020) define “consistency” as “whether the facts
in the summary are consistent with the facts in
the original article” but also “consider whether the
summary does reproduce all facts accurately and
does not makeup unture information”. Honovich
et al. (2022) define a text to be factually consistent
to its grounding text (i.e., source text) “if all the
factual information it conveys is consistent with
the factual information conveyed by the grounding
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text” but “exclude personal and social statements”.
These subtle differences usually result in different
judgements on the same summary due to “partial
faithful” or “factual but not faithful” issues.

Summary We believe quality dimensions con-
sidered in the recent benchmarks are too narrow
to reflect the various application scenarios where
summarisation is used. Even worse, there is no
census on the precise definition of these quality
dimensions—different terms reflect the same un-
derlying meaning and the same term refers to
slightly different meanings—making the compari-
son against previous work difficult and unreliable.

3.3 Collecting Human Judgements

Who are expert annotators? Most previous
studies, especially those that focus on news sum-
marisation, refer to expert annotators as people who
have experience in summarisation or NLP. Corre-
spondingly, annotation guidelines are also heav-
ily linguistic-oriented, for instance in their error
categories and examples. For example, Pagnoni
et al. (2021) collect human annotations based on
a typology of factual errors, including “Relation
Error”, “Entity Error”, “Circumstance Error”, “Dis-
course Link Error”, etc. Although this perspective
can help developers understand the weaknesses of
different summarisation models by examining the
common errors these systems may generate, we
argue that these errors may not always reflect real
users’ perspectives; instead, the real writers and
readers of summaries should be more involved in
the annotation process and the development of an-
notation guidelines.

Trade-off between annotation quality and cost
Crowdsourcing is a common approach to reduce
the time and cost associated with data annotation,
though it often comes at the cost of sacrificing the
reliability of the collected annotations. Most re-
cent efforts that build meta-evaluation benchmarks
rely on crowd annotators because crowd annota-
tions can typically be collected quickly. In contrast,
expert annotators may require significantly more
time, even when fully dedicated to the annotation
task. For example, Gao and Wan (2022) reported
that they initially conducted the annotation via a
crowd-sourcing platform and collected 7, 000 an-
notations from five different annotators in one day.
In contrast, it took approximately 10 days to collect
4, 200 annotations from three student annotators.

Using LLMs as surrogate evaluators or combin-
ing LLM-as-evaluators with human evaluation to
obtain an unbiased estimator with a lower cost
than human evaluation alone is a promising but
controversial research direction. Its effectiveness
needs careful investigation as it depends not only
on the correlation between the human and LLM-
as-evaluator judgements but also on the choice of
evaluation prompts (e.g., reference-free evaluation,
pair-wise comparison, Likert survey) (Chaganty
et al., 2018). Deutsch et al. (2022a) point out
that when we use one generation model to eval-
uate another, they are biased against higher-quality
outputs, including those written by humans. Liu
et al. (2023a); Panickssery et al. (2024) also show
that LLM-as-evaluators may have the problem of
self-preference—they favour their own outputs or
outputs from similar model families.

Ensuring annotation quality and detecting noisy
annotations are then essential to building a reliable
benchmark using crowd-sourcing or combining
LLM-as-evaluators with human evaluation. How-
ever, we notice that only a limited number of qual-
ity control practices were commonly adopted in
eliciting human annotations, such as filtering an-
notators based on their previous experience (Liu
et al., 2023b), providing annotator training (Aha-
roni et al., 2023) and measuring inter-annotator
agreement (Laban et al., 2023). Moreover, many
studies overlook this issue and place blind trust in
the collected data. For instance, Koto et al. (2022)
found that only 7 out of 71 papers on summari-
sation human evaluation describe quality control
mechanisms used.

Another overlooked practice is reporting failed
attempts, which we believe can provide valuable
insights to the following studies. For example, Gao
and Wan (2022) hired 5 annotators using a crowd-
sourcing platform to assess summaries generated
from 14 different summarisation models on a Lik-
ert scale from 1 to 5. However, the model scores,
which are calculated by averaging across 5 annota-
tors on 100 summaries, are very close to each other
(e.g., the averaged consistency score of the worst
model is 3.206, whereas the best is 3.400), which
they believe does not reflect reality.

The role of reference summary Intuitively,
some quality dimensions can be assessed by read-
ing the summary only. For example, Goldsack et al.
(2022) instruct the annotators to rate layness (to
what extent is the summary comprehensible to a
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non-expert) using a 1 to 5 Likert scale. However,
these annotations usually suffer from inconsistency
issues, as even the same annotator may make dif-
ferent assessments at different times.

Relative assessment, instead of direct assess-
ment, is generally considered to improve agreement
among annotators (Novikova et al., 2018). How-
ever, existing work uses reference summaries to aid
human judgements mainly from a cost-saving con-
sideration because annotators can rate the quality
of a generated summary by comparing it against
a short reference summary without reading a rel-
atively long source text. Also, using a reference
summary may reduce the annotation complexity
for non-expert annotators. For example, Koto
et al. (2022) argue that assessing relevance—the
generated summary concisely captures all salient
information—without a reference summary is diffi-
cult, as it requires annotators to implicitly construct
their own summary of the source text.

However, the impact of reference summaries on
human judgements and thus on meta-evaluation
results is not well understood and examined. Re-
garding the same set of quality dimensions (flu-
ency, coherence, faithfulness and relevance), Fab-
bri et al. (2020) provide annotators with summaries
grouped in sets of 6 (i.e., 1 reference summary and
5 model-generated summaries), where the refer-
ence summary plays as an anchor between groups.
But Zhuang et al. (2024) find that annotators tend to
assign a lower score to the summary if it is shown
along with a reference summary—even with a false
reference summary. Automatic metric performance
might also differ greatly depending on whether ref-
erence summaries are used during human annota-
tions. For example, Liu et al. (2023b) find that
reference-based metrics generally perform better
when they are compared against human judgements
collected using protocols with reference summary
but can have negative correlations with those with-
out using reference summary.

Human preferences vs quality judgement In-
stead of scoring summaries based on the descrip-
tion of quality dimensions, Goyal et al. (2022)
adopt the approach of soliciting human preferences
among summaries. However, this approach may be
questionable when involving summaries generated
using LLMs, which are usually pre-trained with hu-
man preference feedback. Liu et al. (2023b) point
out that LLMs may have learned the prior prefer-
ences of human annotators but not necessarily cap-

tured the task-specific quality of summaries. Liu
et al. designed two studies, asking human annota-
tors: (a) to evaluate the summary without knowing
the input text and (b) to evaluate if the summary
covers the salient information of the input text. Re-
sults show that LLM-generated summaries received
higher scores than human-written summaries under
the first study, and the scores obtained from the
first study are a good predictor of the results of
the second study (Pearson’s correlation of 0.926
between these two results). Zhang et al. (2024b);
Shaib et al. (2024) also identify that annotators
usually have their own consistent preference (e.g.,
based on summary length), when simply asked to
rank the summaries.

Summary Given the costly nature of eliciting
human judgements and the rapid pace of ongoing
development in summarisation models, we believe
there is an urgent need to standardise human evalua-
tion practices. Developing a mechanism for produc-
ing reproducible human judgements over time and
across different annotators (Khashabi et al., 2022)
is paramount because it allows the collected re-
sources to be reusable and easily extensible to new
summarisation models. The resulting resources,
which are more comprehensible, enable the devel-
opment of effective and robust automatic metrics.

3.4 Comparing Automatic Metrics Against
Human Judgements

Is a high correlation with human judgements
enough to indicate the effectiveness of automatic
metrics? A common way of reporting the effec-
tiveness of automatic metrics is to tabulate the cor-
relation between the results obtained using auto-
matic metrics and human judgements, and metrics
that achieve higher correlation are considered to be
better (Fabbri et al., 2020; Ramprasad et al., 2024).
However, Ernst et al. (2023) find that some eval-
uation metrics, although highly correlating with
human judgements on a particular quality dimen-
sion, are, in fact, ineffective in measuring the con-
sidered dimension. For example, reference-based
evaluation metrics correlate well with human judge-
ments on Fluency and Consistency in the SUM-
MEVAL (Fabbri et al., 2020) benchmark but fail to
detect even drastic summary corruptions, such as
replacing all verbs with lemma form (resulting in
ungrammatical summaries) and all person names
with different names from the source text (resulting
in unfaithful summaries).
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One reason behind this phenomenon is that hu-
man judgements across quality dimensions may
correlate with each other (Table 2 in Appendix B).
Therefore, it is necessary to rule out the impact
of confounding factors when comparing automatic
metrics against human judgements for a particu-
lar quality dimension. Ernst et al. (2023) propose
a bucketing-based approach where they divide all
document-summary pairs into buckets where the
human judgements of an anchor dimension have
low variance; the correlations are calculated inside
each bucket and then averaged with weights ac-
cording to bucket size, resulting in more reliable
meta-evaluation results for dimensions other than
the anchor dimension.

Another reason is that most existing bench-
marks include summaries generated from systems
of varying quality. Therefore, high correlation is
usually attributed to the capability of distinguish-
ing between systems with large performance gaps.
Deutsch et al. (2022b); Liu et al. (2023b); Shen
et al. (2023) point out that discriminating between
systems of similar quality is much more difficult
than between systems of diverse quality, and a good
metric should reliably indicate a difference in qual-
ity when a small difference in evaluation scores is
observed. For example, Deutsch et al. found that
the average improvement over baseline models re-
ported in recent papers on the CNN/DM (Nallapati
et al., 2016) dataset was ROUGE-1 score of 0.5.
However, the correlation of ROUGE-1 to human
judgements is near 0 when ranking systems whose
evaluation scores are so close. On the other hand,
a large gap (e.g., 5-10) of ROUGE scores does
correctly rank system pairs, enabling ROUGE to
achieve moderately strong correlations on standard
benchmarks.

Statistical Power concerns the chance a signifi-
cant difference (e.g., evaluation metrics score dif-
ferently in a meta-evaluation benchmark) will be
observed, given there is a real difference (i.e., gen-
uinely different evaluation metrics) (Card et al.,
2020). Deutsch et al. (2021b) find that high un-
certainty (large confidence intervals) exists when
evaluating automatic metrics using existing bench-
marks. This is also observed in human evaluation
of similar-performing systems (Liu et al., 2023b).
Although increasing the dataset’s sample size (but
requiring a significant human effort) can effec-
tively raise statistical power (Shaib et al., 2024),
other cheap alternatives are needed. For example,

Deutsch et al. (2022b) propose to calculate auto-
matic scores on a much larger set instead of only
the subset of summaries judged by humans.

Summary We argue that assessing the effec-
tiveness of automatic metrics can be conducted
in multiple stages, each requiring different lev-
els of human annotation effort. First, evaluation
metrics should be tested on their effectiveness in
detecting significant errors, e.g., corruptions in
human-written summaries (Gabriel et al., 2021;
Chen et al., 2021; Ernst et al., 2023). Secondly,
they can be meta-evaluated against existing human
judgements on summaries from systems of vary-
ing quality. Thirdly, human judgements should
be constantly gathered on summaries generated
using state-of-the-art systems, presumably of clos-
ing quality (Peyrard, 2019) and automatic metrics
should be tested on discriminating these systems.
Finally, metrics should be tested against repro-
ducing human preferences between pairs of sum-
maries (i.e., summary-level effectiveness) and the
capability of identifying more fine-grained prob-
lems (Chen et al., 2021).

4 Related Work

Similar to summarisation, other natural language
generation tasks, such as machine translation (MT),
dialogue, and data-to-text generation, also have
a long history of employing automatic evaluation
metrics, such as BLEU (Papineni et al., 2002) and
METEOR (Banerjee and Lavie, 2005), to assess
the quality of machine-generated texts. Assessing
the effectiveness and reliability of these automatic
metrics is also an active research area, and regular
shared tasks (e.g., WMT Metrics Shared Task1)
are organised to encourage researchers to explore
the strengths and weaknesses of automatic metrics.
Unfortunately, similar efforts to meta-evaluate sum-
marisation evaluation metrics were unsustained,
partially due to the complexity of the summarisa-
tion task itself. As observed by Graham (2015),
although there are obvious parallels between sum-
marisation and machine translation (MT), method-
ologies applied to meta-evaluate MT metrics have
not been well explored in summarisation.

With the advancement of large-scale generative
models, evaluating text generated by LLMs and
meta-evaluate corresponding evaluation metrics
have also attracted significant interests (Gehrmann

1https://www2.statmt.org/wmt24/metrics-task.
html
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et al., 2021; Zhao et al., 2024; Li et al., 2023; Pal
et al., 2023; Mishra et al., 2024). These studies usu-
ally concern similar quality dimensions as those
in the summarisation field, and have a similar de-
sire to find cost-effective ways to collect human
judgements.

5 Conclusions and Recommendations

In this position paper, we critically examine the
practices of meta-evaluating summarisation evalu-
ation metrics in the literature. We identify several
avenues in the field that can be further improved, re-
garding: choosing data to annotate, defining qual-
ity dimensions, collecting human judgements, and
comparing automatic metrics against human judge-
ments.

For practitioners aiming to assess the effective-
ness of automatic metrics for their particular use
case, we suggest starting by considering the role
a summarisation system plays in the real-world
workflow. This includes identifying the readers of
the generated summaries, understanding what in-
formation they seek, and what decisions they might
make after reading the summary. Once we have
a clear picture of this, we can create document-
summary pairs that meet requirements and focus
on the quality dimensions that end-users value most.
Human judgements can be collected from real end-
users regarding both their perceived quality of the
summary and the effect of these summaries on the
actual downstream tasks they perform. Finally, au-
tomatic evaluations can be assessed depending on
the purposes of the evaluation, such as determining
which summarisation system is better (system-level
correlation is informative), choosing the best sum-
mary from multiple candidates (summary-level cor-
relation/ranking), and detecting problematic sum-
maries (binary classification).

For researchers who aim to develop meta-
evaluation resources and novel evaluation metrics,
we believe it is time to build more diverse bench-
marks using data sampled from different domains
and considering various summarisation constraints.
That is to say, the generality of evaluation met-
rics should be tested to mitigate the risk of over-
estimating the effectiveness of automatic metrics
across domains and applications (Gabriel et al.,
2021). Secondly, we believe there is an urgent
need to standardise human evaluation practices to
ensure reproducible human judgements over time
and, more importantly, to make the collected re-

sources extensible to new summarisation models.
We recommend some best (basic) practices: (1)
being aware of previous work and reusing previ-
ous resources (taxonomy, guideline, interface, etc.)
whenever possible (Tang et al., 2023); (2) adopt-
ing quality controls, such as training annotators
to make sure they understand the annotation task,
filtering out unqualified annotators and their anno-
tations, etc (Koto et al., 2022); (3) documenting
the creation process (e.g., preprocessing, annotat-
ing) and recommended uses (Gebru et al., 2021).
Finally, we argue that claims on the usefulness of
evaluation metrics should be made based on com-
prehensive and reliable assessment under various
usage scenarios, such as detecting summaries with
significant errors, distinguishing summary systems
of closing quality, or identifying more fine-grained
issues in the generated summary.

Limitations

The main limitation of this study is that we did
not contribute any new resources or procedures for
meta-evaluation. This study states our opinions
based on our educated review of the current litera-
ture.

References

Chowdhery Aakanksha, Narang Sharan, Devlin Jacob,
Bosma Maarten, Mishra Gaurav, Roberts Adam,
Barham Paul, Chung Hyung Won, Sutton Charles,
Gehrmann Sebastian, Schuh Parker, Shi Kensen,
Tsvyashchenko Sashank, Maynez Joshua, Rao Ab-
hishek, Barnes Parker, Tay Yi, Shazeer Noam, Prab-
hakaran Vinodkumar, Reif Emily, Du Nan, Hutchin-
son Ben, Pope Reiner, Bradbury James, Austin Ja-
cob, Isard Michael, Gur-Ari Guy, Yin Pengcheng,
Duke Toju, Levskaya Anselm, Ghemawat Sanjay,
Dev Sunipa, Michalewski Henryk, Garcia Xavier,
Misra Vedant, Robinson Kevin, Fedus Liam, Zhou
Denny, Ippolito Daphne, Luan David, Lim Hyeon-
taek, Zoph Barret, Spiridonov Alexander, Sepassi
Ryan, Dohan David, Agrawal Shivani, Omernick
Mark, M. Dai Andrew, Pillai Thanumalayan Sankara-
narayana, Pellat Marie, Lewkowycz Aitor, Moreira
Erica, Child Rewon, Polozov Oleksandr, Lee Kather-
ine, Zhou Zongwei, Wang Xuezhi, Saeta Brennan,
Diaz Mark, Firat Orhan, Catasta Michele, Wei Ja-
son, Meier-Hellstern Kathy, Eck Douglas, Dean Jeff,
Petrov Slav, and Fiedel Noah. 2024. PaLM: scaling
language modeling with pathways. JMLR, 24.

Roee Aharoni, Shashi Narayan, Joshua Maynez,
Jonathan Herzig, Elizabeth Clark, and Mirella Lap-
ata. 2023. Multilingual Summarization with Factual
Consistency Evaluation. In Findings of ACL.

14803

https://dl.acm.org/doi/10.5555/3648699.3648939
https://dl.acm.org/doi/10.5555/3648699.3648939
https://aclanthology.org/2023.findings-acl.220
https://aclanthology.org/2023.findings-acl.220


Satanjeev Banerjee and Alon Lavie. 2005. METEOR:
An Automatic Metric for MT Evaluation with Im-
proved Correlation with Human Judgments. In Work-
shop on Intrinsic and Extrinsic Evaluation Measures
for Machine Translation and/or Summarization.

Asma Ben Abacha, Wen-wai Yim, Yadan Fan, and
Thomas Lin. 2023a. An Empirical Study of Clinical
Note Generation from Doctor-Patient Encounters. In
EACL.

Asma Ben Abacha, Wen-wai Yim, George Michalopou-
los, and Thomas Lin. 2023b. An Investigation of
Evaluation Methods in Automatic Medical Note Gen-
eration. In Findings of ACL.

Manik Bhandari, Pranav Narayan Gour, Atabak Ash-
faq, Pengfei Liu, and Graham Neubig. 2020. Re-
evaluating Evaluation in Text Summarization. In
EMNLP.

Dallas Card, Peter Henderson, Urvashi Khandelwal,
Robin Jia, Kyle Mahowald, and Dan Jurafsky. 2020.
With Little Power Comes Great Responsibility. In
EMNLP.

Arun Chaganty, Stephen Mussmann, and Percy Liang.
2018. The price of debiasing automatic metrics in
natural language evalaution. In ACL.

Subhajit Chaudhury, Sarathkrishna Swaminathan, Chu-
laka Gunasekara, Maxwell Crouse, Srinivas Rav-
ishankar, Daiki Kimura, Keerthiram Murugesan,
Ramón Fernandez Astudillo, Tahira Naseem, Pa-
van Kapanipathi, and Alexander Gray. 2022. X-
FACTOR: A Cross-metric Evaluation of Factual Cor-
rectness in Abstractive Summarization. In EMNLP.

Yiran Chen, Pengfei Liu, and Xipeng Qiu. 2021. Are
Factuality Checkers Reliable? Adversarial Meta-
evaluation of Factuality in Summarization. In Find-
ings of EMNLP.

Elizabeth Clark, Shruti Rijhwani, Sebastian Gehrmann,
Joshua Maynez, Roee Aharoni, Vitaly Nikolaev,
Thibault Sellam, Aditya Siddhant, Dipanjan Das, and
Ankur Parikh. 2023. SEAHORSE: A Multilingual,
Multifaceted Dataset for Summarization Evaluation.
In EMNLP.

Arman Cohan, Franck Dernoncourt, Doo Soon Kim,
Trung Bui, Seokhwan Kim, Walter Chang, and Na-
zli Goharian. 2018. A Discourse-Aware Attention
Model for Abstractive Summarization of Long Docu-
ments. In NAACL.

Daniel Deutsch, Tania Bedrax-Weiss, and Dan Roth.
2021a. Towards Question-Answering as an Auto-
matic Metric for Evaluating the Content Quality of a
Summary. TACL, 9.

Daniel Deutsch, Rotem Dror, and Dan Roth. 2021b.
A Statistical Analysis of Summarization Evaluation
Metrics Using Resampling Methods. TACL, 9.

Daniel Deutsch, Rotem Dror, and Dan Roth. 2022a.
On the Limitations of Reference-Free Evaluations of
Generated Text. In EMNLP.

Daniel Deutsch, Rotem Dror, and Dan Roth. 2022b. Re-
Examining System-Level Correlations of Automatic
Summarization Evaluation Metrics. In NAACL.

Esin Durmus, He He, and Mona Diab. 2020. FEQA:
A Question Answering Evaluation Framework for
Faithfulness Assessment in Abstractive Summariza-
tion. In ACL.

Ori Ernst, Ori Shapira, Ido Dagan, and Ran Levy.
2023. Re-Examining Summarization Evaluation
across Multiple Quality Criteria. In Findings of
EMNLP.

Alexander R. Fabbri, Wojciech Kryscinski, Bryan Mc-
Cann, Richard Socher, and Dragomir R. Radev. 2020.
SummEval: Re-evaluating Summarization Evalua-
tion. TACL, 9.

Tobias Falke, Leonardo F. R. Ribeiro, Prasetya Ajie
Utama, Ido Dagan, and Iryna Gurevych. 2019. Rank-
ing Generated Summaries by Correctness: An In-
teresting but Challenging Application for Natural
Language Inference. In ACL.

Marcio Fonseca and Shay B Cohen. 2024. Can Large
Language Model Summarizers Adapt to Diverse Sci-
entific Communication Goals? In Findings of ACL.

Saadia Gabriel, Asli Celikyilmaz, Rahul Jha, Yejin Choi,
and Jianfeng Gao. 2021. GO FIGURE: A Meta Eval-
uation of Factuality in Summarization. In Findings
of ACL.

Mingqi Gao and Xiaojun Wan. 2022. DialSummEval:
Revisiting Summarization Evaluation for Dialogues.
In NAACL.

Timnit Gebru, Jamie Morgenstern, Briana Vec-
chione, Jennifer Wortman Vaughan, Hanna Wallach,
Hal Daumé Iii, and Kate Crawford. 2021. Datasheets
for datasets. Commun. ACM, 64.

Sebastian Gehrmann, Tosin Adewumi, Karmanya
Aggarwal, Pawan Sasanka Ammanamanchi,
Anuoluwapo Aremu, Antoine Bosselut, Khy-
athi Raghavi Chandu, Miruna-Adriana Clinciu,
Dipanjan Das, Kaustubh Dhole, Wanyu Du, Esin
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A Implementation Details

A.1 Prompts used to generate summaries on
tasks proposed in MULTI-LEXSUM

• Short summary (GPT-3.5)

System: As a junior legal intern, please craft
a summary (approximately 130 words) for the
given legal case.

User: [article]

• Tiny summary (GPT-3.5)

System: As a junior legal intern, please craft
a summary (approximately 25 words) for the
given legal case.

User: [article]

• Short summary (GPT-4)

System: As a senior legal professional, please
craft a summary (approximately 130 words)
for the given legal case.

User: [article]

• Tiny summary (GPT-4)

System: As a senior legal professional, please
craft a summary (approximately 25 words) for
the given legal case.

User: [article]

B Additional Results

Table 2 show the correlation between different qual-
ity dimensions within the same annotator group and
across different groups for the same dimension.

Coher. Faith. Fluen. Rele. Expert

Expert annotators

Coherence - 0.300 0.544 0.700 0.877
Faithfulness 0.300 - 0.594 0.500 0.900

Fluency 0.544 0.594 - 0.745 0.810
Relevance 0.700 0.500 0.745 - 0.857

Crowd annotators

Coherence - 0.310 0.500 0.393 -0.083
Faithfulness 0.310 - 0.343 0.168 0.059

Fluency 0.500 0.343 - 0.326 0.142
Relevance 0.393 0.168 0.326 - -0.159

Table 2: System-level Kendall’s τ correlation coeffi-
cients between different quality dimensions within the
same annotator group, and correlation coefficients be-
tween different annotator groups for the same quality
dimension. underline: the correlation coefficient is sig-
nificant (p ≤ 0.05). The human judgements are from
SUMMEVAL (Fabbri et al., 2020).

C Meta-evaluation Benchmarks

SUMMEVAL Fabbri et al. (2020) assembled a
collection of summaries generated by 16 models
trained on the CNN/DM (Nallapati et al., 2016)
dataset and collect human judgements from 3 ex-
pert judges and 5 crowd-source workers. Judges
were asked to evaluate the summaries along four
dimensions: relevance (concerning the selection of
important content), consistency (concerning factual
alignment between the summary and the source),
fluency (concerning the quality of individual sen-
tences), and coherence (concerning the collective
quality of all sentences).

REALSUMM Bhandari et al. (2020) released a
dataset of human judgements on the relevance of
summaries collected from 25 neural summariza-
tion systems. Bhandari et al. create Semantic Con-
tent Units (SCUs) for each reference summary and
then hire crowd workers to annotate each generated
summary, determining whether each SCU can be
inferred from the generated summary.

FRANK Pagnoni et al. (2021) devise a typol-
ogy of factual errors (e.g., predicate errors, en-
tity errors, circumstance errors, etc.) and use it
to collect human annotations of generated sum-
maries for the CNN/DM (Nallapati et al., 2016)
and XSUM (Narayan et al., 2018) datasets. They
conduct the annotation task on the Amazon Me-
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chanical Turk platform and found a nearly perfect
agreement (a Cohen Kappa of 0.86) between the
majority class of the three crowd annotators and
one expert annotator on 20 summaries.

GO FIGURE Gabriel et al. (2021) introduce a
meta-evaluation framework for evaluating factu-
ality evaluation metrics. Gabriel et al. build one
diagnostic dataset that consists of transformed ref-
erence summaries with simulated factuality errors
(i.e., pronoun entity errors, verb tense or negation
errors, intrinsic entity errors, extrinsic entity errors,
sentiment errors, false quotes). They also use fine-
tuned T5 summarization models to generate sum-
maries and annotate them for fine-grained factual
errors based on the above-mentioned error types.

DIALSUMMEVAL Gao and Wan (2022) sample
100 dialogues from the SAMSUM (Gliwa et al.,
2019) test set and evaluate the summaries gener-
ated by 14 summarization models. Three college
students fluent in English were recruited to assess
the relevance, consistency, fluency and coherence
quality of generated summaries.

BUMP Ma et al. (2023) introduce a dataset
of 889 summary pairs, where a single error is
introduced to a reference summary from the
CNN/DM (Nallapati et al., 2016) dataset to pro-
duce an unfaithful summary. Ma et al. define a
taxonomy of seven unfaithful error types (i.e., in-
trinsic/extrinsic predicate error, intrinsic/extrinsic
entity error, intrinsic/extrinsic circumstance error,
and coreference error) and instruct annotators to
introduce errors of a specific type.

ROSE Liu et al. (2023b) propose a human
evaluation protocol for evaluating the salience
of summaries that is more objective by dissect-
ing the summaries into fine-grained content units
and defining the annotation task based on those
units. Using the protocol, Liu et al. curate
a large human evaluation dataset consisting of
22, 000 summary-level annotations over 28 sys-
tems on samples from CNN/DM (Nallapati et al.,
2016), XSUM (Narayan et al., 2018), and SAM-
SUM (Gliwa et al., 2019).

SEAHORSE Clark et al. (2023) collect anno-
tations along 6 dimensions: comprehensible (read
and understood by the rater), repetition (free of un-
necessarily repeated information), grammar (gram-
matically correct), attribution (fully attributable to
the source article), main ideas (captures the main

ideas of the source article), and, conciseness (con-
cisely represents the information in the source ar-
ticle). Annotators can answer ’Yes,’ ’No,’ or ’Un-
sure’ to the first three questions given only the
summary, and the last three questions given both
the article and the summary. Their annotations pro-
vide both a benchmark for meta-evaluation but also
a resource for training learning-based evaluation
metrics.

SUMMEDITS Laban et al. (2023) propose a new
protocol for creating inconsistency detection bench-
marks. First, they manually verify the factual con-
sistency of a small set of seed summaries. Then,
they use LLMs to generate numerous edited ver-
sions (e.g., via entity modification, antonym swap,
hallucinated fact insertion, and negation insertion)
of these consistent seed summaries. Finally, human
annotators determine whether each edit introduces
a factual inconsistency. Laban et al. implement the
protocol on ten diverse textual domains, including
the legal, dialogue, academic, financial, and sales
domains.

FIB Tam et al. (2023) propose a factual incon-
sistency benchmark, where each example con-
sists of a document and two summaries (one fac-
tually consistent summary and one factually in-
consistent summary). For factually consistent
summaries, they consider reference summaries
from CNN/DM (Nallapati et al., 2016) and
XSUM (Narayan et al., 2018) and manually fix
these factually inconsistent reference summaries us-
ing minimal edits. They also manually choose fac-
tually inconsistent summaries from model-generate
summaries.
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