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Abstract

Vision-language models like CLIP, utilizing
class proxies derived from class name text fea-
tures, have shown a notable capability in zero-
shot medical image diagnosis which is vital in
scenarios with limited disease databases or la-
beled samples. However, insufficient medical
text precision and the modal disparity between
text and vision spaces pose challenges for such
paradigm. We show analytically and experi-
mentally that enriching medical texts with de-
tailed descriptions can markedly enhance the di-
agnosis performance, with the granularity and
phrasing of these enhancements having a cru-
cial impact on CLIP’s understanding of medical
images; and learning proxies within the vision
domain can effectively circumvent the modal
gap issue. Based on our analysis, we propose a
medical visual proxy learning framework com-
prising two key components: a text refinement
module that creates high-quality medical text
descriptions, and a stable Sinkhorn algorithm
for an efficient generation of pseudo labels
which further guide the visual proxy learning.
Our method elevates the Vanilla CLIP infer-
ence by supplying meticulously crafted clues to
leverage CLIP’s existing interpretive power and
using the feature of refined texts to bridge the
vision-text gap. The effectiveness and robust-
ness of our method are clearly demonstrated
through extensive experiments. Notably, our
method outperforms the state-of-the-art zero-
shot medical image diagnosis by a significant
margin, ranging from 1.69% to 15.31% on five
datasets covering various diseases, confirming
its immense potential in zero-shot diagnosis
across diverse medical applications.

1 Introduction

In the realm of vision-language models (VLMs)
(Do et al., 2021; Liu et al., 2021a; Wang et al.,
2023a; Li et al., 2023; Gai et al., 2024; Lai et al.,
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Figure 1: Schematic diagram of textual/visual proxies and
decision boundaries learned by the vanilla method and our
method. Refining medical texts brings predicted decision
boundaries closer to the optimal. The Sinkhorn optimiza-
tion facilitates a shift from text to visual proxies, mitigating
modal gap and aligning predicted boundaries with optimal
ones. While our stable Sinkhorn optimization, by address-
ing numerical instability, further enhances the algorithm’s
capacity for precise boundary approximation, thereby yielding
better performance.

2024a; Chen et al., 2023d; Xin et al., 2024; Jing
et al., 2018; Liu et al., 2021c; Yang et al., 2021;
Liu et al., 2021b,d), large-scale pretrained models
such as Contrastive Language-Image Pre-Training
(CLIP) have demonstrated exceptional capabilities
across a spectrum of visual and linguistic tasks, par-
ticularly excelling in zero-shot recognition tasks
(Radford et al., 2021; Liu et al., 2023c). Recent
advancements have sought to adapt the principles
underlying CLIP to the field of medical image anal-
ysis. For instance, initiatives like MedCLIP signify
an effort to tailor large-scale VLMs for medical
contexts, exploring applications in medical image
classification (Wang et al., 2022). A pivotal area
of exploration within this domain is zero-shot med-
ical image classification, a task of paramount im-
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portance in real-world healthcare settings. This is
especially relevant where exhaustive datasets cov-
ering all possible pathologies are unattainable, and
annotated medical images are scarce (Gai et al.,
2024; Liu et al., 2023a; Chen et al., 2023c,b; Yang
et al., 2024).

However, the application of existing VLMs like
CLIP to zero-shot medical image classification
encounters significant challenges (Radford et al.,
2021). First, models such as CLIP, which are pre-
trained on internet image-text pairs, may lack the
specificity required for medical contexts, leading
to suboptimal performance in medical applications
(You et al., 2023). Moreover, the efficacy of zero-
shot inference using CLIP hinges on the model’s
ability to interpret category texts. These texts in
medical imaging are often highly specialized and
abstract medical terminologies, posing an intrinsic
challenge for existing VLMs (Chen et al., 2019,
2020; Li et al., 2020). Furthermore, recent studies
(Liang et al., 2022; Qian et al., 2024) have consis-
tently demonstrated that there is a sustained discrep-
ancy between image and text features in zero-shot
classification even in general contexts, and current
contrastive multi-modal learning paradigms like
CLIP training appear to be insufficient in mitigat-
ing this disparity (Radford et al., 2019; Chen et al.,
2023a). These challenges, among others, highlight
the imperative for devising specialized methodolo-
gies for the adaptation of VLMs towards achieving
efficacious zero-shot classification in the realm of
medical imaging (Zhao et al., 2023).

Efforts to counter the scarcity of medical image-
text pairs in VLMs’ pre-training datasets and the
complexity of medical terminologies include en-
riching these models with detailed class descrip-
tions (Liu et al., 2023c). Mirroring the diagnostic
procedure of human experts, this involves lever-
aging human or generative model expertise to cre-
ate thorough symptoms of medical conditions, un-
leashing the power of pre-trained VLMs. Preced-
ing studies emphasize the importance of the text
enrichment design, as the model performance is
markedly influenced by the precision of descrip-
tions or prompts for querying Large Language
Models (Menon and Vondrick, 2023; Liu et al.,
2023c; Ren et al., 2023). For our classification task,
ensuring medical class descriptions are comprehen-
sive, class-reflective, and distinct is crucial.

The vanilla CLIP inference essentially translates
image features into the text feature space (Wang
et al., 2023b), positioning these image features

within the textual domain. However, recent dis-
coveries have highlighted that the inherent discrep-
ancies between image and text feature spaces may
impede the efficacy of using text features as clas-
sification proxies. (Qian et al., 2024). A more
effective approach involves finding proxies in the
vision domain (Xin et al., 2023), bypassing the fun-
damental gap between the two spaces, a gap that is
otherwise non-trivial to overcome. In CLIP infer-
ence, image labels are unknown, making the key to
success the efficient use of CLIP-generated image
and class text features for obtaining visual proxies.
Despite its potential, visual proxy learning using
these features, particularly in medical image classi-
fication, is still underexplored, thus merits further
investigation.

In this paper, we propose a novel Visual Proxy
Learning (VPL) framework for zero-shot medi-
cal image diagnosis. Specifically, we create spe-
cialized prompts for the expert to produce refined
text descriptions for each disease, comprehensive
and sufficiently distinct to harness the potential of
VLMs. Furthermore, we propose a stable iterative
algorithm based on Sinkhorn algorithm (Kruithof,
1937; Sinkhorn, 1964) that efficiently generates
pseudo labels utilizing image features and those
of the refined text. Proxy learning in the vision
space directed by these pseudo labels profoundly
enhances the efficacy of text enrichment, taking its
impact to a higher level. Figure 1 showcases our
improvements. The introduction of refined medical
text facilitates a shift in proxies and decision bound-
aries within the text space towards the optimal state.
Subsequent to the recovery of visual proxies, Sta-
ble Sinkhorn, outperforming the standard, yields
superior proxies and decision boundaries in the vi-
sion space. We verify the effectiveness of each
design through extensive experiments. The main
contributions are summarized as:

• To address the semantic and modality gaps
between text proxies and visual spaces in
medical text classification within the CLIP
paradigm, we propose VPL. This approach
consists of a strategy for refining medical
texts and a stable method for optimizing vi-
sual pseudo-labels in the logarithmic domain.
These techniques aim to mitigate performance
losses caused by these gaps.

• Comprehensive experiment results show that
VPL robustly surpasses all baselines across a
diverse array of evaluated datasets that span
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Figure 2: Model Pipeline. We initiate by inputting a meticulously crafted prompt into ChatGPT, which produces initial coarse text
descriptions for each disease. These often contain overlapping information across different classes. Then, our TextRefinement
module transforms these into distinct and clear text descriptions, with similar content highlighted in red and texts with reduced
redundancy marked in green. Following this, a text encoder generates textual proxies, which merged with the visual features
from the image encoder, yield the predicted logits. Finally, employing our newly developed stable Sinkhorn algorithm, we
enhance the visual proxies, culminating in more accurate final predictions.

medical conditions including pneumonia, tu-
berculosis, diabetic retinopathy, and brain tu-
mors. Notably, it establishes a substantial mar-
gin over the baselines in dataset IDRiD with a
significant performance increase of 15.31%.

2 Related Work

2.1 Zero-shot Diagnosis

Zero-shot image classification has become essen-
tial for scenarios where extensive data labeling is
impractical (Xian et al., 2018; Lampert et al., 2013).
This approach, capable of categorizing images into
unseen training classes, leverages semantic under-
standing and transfer learning. By learning from
diverse images paired with descriptive texts, mod-
els like CLIP (Radford et al., 2021) grasp complex
visual concepts, enabling them to classify images
beyond their training data (Menon and Vondrick,
2023; Ren et al., 2023). Particularly transformative
in medical image classification (Mahapatra et al.,
2021, 2022; Dufumier et al., 2021), zero-shot learn-
ing addresses the rarity and diversity of medical
conditions often absent in training datasets. Models
like CLIP’s ability to interpret and analyze medical
images, even those depicting untrained conditions
(Liu et al., 2023b), is invaluable, broadening the
diagnostic scope and aiding in early detection and
treatment of rare or emerging conditions, under-
scoring its potential in advancing healthcare diag-
nostics (Liu et al., 2023c).

2.2 Iterative Proportional Fitting Procedure

Iterative Proportional Fitting Procedure (IPFP),
also known as biproportional fitting in various
fields such as statistics, economics, and computer
science (Stephan, 1942; Bacharach, 1965; Idel,
2016; Chang et al., 2023), has a rich history, be-
ing reexplored many times since its first appearing
in (Yule, 1912). The essence of IPFP lies in trans-
forming an initial matrix, denoted as A, into a fitted
matrix P that is closest to A but conforms to certain
row and column constraints. The attribution of the
proof for both uniqueness and convergence within
this process is credited to Sinkhorn’s seminal work
(Sinkhorn, 1964), which subsequently led to the
naming of the algorithm in his honor.

3 Method

3.1 Proxy Learning Formulation

We focus on zero-shot image classification using
CLIP (Radford et al., 2021). Let f, g denote the
vision encoder and text encoder. Denote the image
dataset for inference as {xi}Ni=1, and the image
classes as {cj}Kj=1, the image features and text
proxies can be represented as {xi}Ni=1, {zj}Kj=1

where xi = f(xi), zj = g(cj). The classification
process may be interpreted as the assignment of a
given image feature x to a proxy z, identified as
the one demonstrating the greatest similarity to the
image feature x. Approaching from a foundational
perspective, it becomes evident that the most suit-
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able proxy for this task naturally emerges as W∗ =

argmin
W

∑
i−log(

exp(xT
i wyi/τ)∑K

j=1 exp(x
T
i wj/τ)

) where yi are

ground truth labels, which advocates for the train-
ing of proxies within the vision space. Recent work
(Liang et al., 2022) have shown that the image and
text feature spaces generated by the trained CLIP
are distinct with a clear margin, and textual proxies
inherently possess an inescapable deviation from
the optimal proxies. Given the absence of yi, it is
reasonable to utilize image and class text features
to create pseudo labels P ′

i for supervising the proxy
training in the vision space:

Ŵ = argmin
W

∑

i

KL(P
′
i ||Pi), (1)

where Pi,j =
exp(xT

i wj/τ)∑K
k=1 exp(x

T
i wk/τ)

, ∀j = 1, ...,K.

Note that this problem is convex and thus the
visual proxy can be obtained using the standard
gradient descent.

3.2 Pseudo Label Generation
3.2.1 Optimization Problem Equivalence
Evidence from recent analyses (Qian et al., 2024)
suggest that pseudo labels P

′
i play a pivotal role

in the performance of the learned visual proxy. A
naive choice of P

′
i is the distribution inferred by the

textual proxy, which can be regarded as a solution
of an optimization problem (Proposition 1).

Proposition 1. Given M (Mi,j = xT
i zj), τ , let

H denote the function to compute the entropy of
matrices, consider the optimization problem

max
P

(< M,P > +τH(P )), (2)

s.t. ∀i,
∑

j

Pi,j =
1

n
;∀i, j, Pi,j ≥ 0.

The solution is

Pi,j =
exp(xT

i zj/τ)∑K
k=1 exp(x

T
i zk/τ)

. (3)

3.2.2 Hypothesis 1: Toward Text Refinement
In medical image classification, the categorical
granularity provided by conventional medical tax-
onomies may be insufficient for the CLIP model
to capture the full semantic intricacies in the data.
Prior research suggests that a nuanced interpreta-
tion and subsequent refinement of these categori-
cal definitions can significantly enhance the CLIP

model’s semantic comprehension, leading to no-
table improvements in classification performance
(Menon and Vondrick, 2023). Consequently, we
believe such text refinement can yield more ac-
curate pseudo labels, which in turn, are instru-
mental for the efficacy of proxy learning meth-
ods. We consider modifying the logits matrix,
transitioning from Mi,j = f(xi)

T g(cj) to M ′
i,j =

f(xi)
T g(h(cj)), where h represents a text process-

ing that enhances the semantic richness of each
disease category so descriptions h(cj) are not only
informative but also distinctly discernible across
different disease categories.
Hypothesis 2: Toward Stable Sinkhorn Algo-
rithm Building upon the original optimization
problem, it becomes pertinent to explore the in-
corporation of a reference distribution across im-
age classes q ∈ RK which can be defined as

qj =
q̃γj∑K

k=1 q̃
γ
k

, where q̃j = 1
n

∑
i

exp(xT
i zj/τ)∑K

k=1 exp(x
T
i zk/τ)

.

This additional constraint on the matrix P leads to

max
P

(⟨M,P ⟩+ τH(P )), (4)

s.t. ∀i,
∑

j

Pi,j =
1

n
; ∀j,

∑

i

Pi,j = qj ; ∀i, j, Pi,j ≥ 0.

thereby refining the solution to better align with
the intricacies of the image classification task we
are addressing.
Proposition 2. The new optimization problem has
a unique solution of the form

P = diag(u)Adiag(v), (5)

where diag(u), diag(v) are two diagonal matrices
with diagonals taken from vectors u, v, and A =

e
M
τ .

Proof. Introducing two dual variables d(1) ∈ RN ,
d(2) ∈ RK for each marginal constraint, the La-
grangian reads

L(P, d(1), d(2)) =⟨P,M⟩+ τH(P )− ⟨d(1), P1n − 1

n
1n⟩

− ⟨d(2), PT1K − q⟩.

First order conditions yield

∂L(P, d(1), d(2))
∂Pi,j

= Mi,j − τ log(Pi,j)− d
(1)
i − d

(2)
j = 0,

which results in the expression

Pi,j = e−d
(1)
i /τeMi,j/τe−d

(2)
j /τ ,

which can be rewritten in the form
diag(u)Adiag(v).
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Consider jointly the form of matrix P from
proposition 2 and the constraint on its rows and
columns as delineated in the optimization problem,
the optimization task essentially equates to estimate
matrix P given matrix A = e

M
τ such that

Pi,j = uiAi,jvj ,
∑

j

Pi,j =
1

n
,
∑

i

Pi,j = qj . (6)

An intuitive resolution is consecutively updat-
ing the matrix to fulfill the row and column condi-
tions, known as the Sinkhorn algorithm (Kruithof,
1937; Sinkhorn, 1964). However, such an algo-
rithm can suffer from computational instability due
to underflow and overflow issues, as well as signif-
icant rounding errors, especially considering that
the optimal matrix in our optimization problem
has entries spanning a range that can include ex-
tremely small values. Thus, we propose to update
the matirx within the logarithmic domain:

Set log(P
(0)
i,j ) =

Mi,j

τ
, and for all η ≥ 1, (7)

log(P
(2η−1)
i,j ) = log(P

(2η−2)
i,j ) + log

(
1

n

)
− log

(
K∑

k=1

P
(2η−2)
i,k

)
,

(8)

log(P
(2η)
i,j ) = log(P

(2η−1)
i,j ) + log(qj) − log

(
n∑

k=1

P
(2η−1)
k,j

)
.

(9)

This technique can effectively compresses the
dynamic range of the matrix entries. Furthermore,
the logarithmic domain simplifies multiplicative
operations into additive ones, enhancing computa-
tional stability and accuracy.

3.3 Pipeline
Under CLIP, we compute the similarity scores
for image-text query pairs (x, c), c ∈ {c1, ..., cK}.
The classification of image x is is determined by
identifying the category ŷ ∈ {1, ...K} that yields
the highest similarity score between x and cŷ. Tak-
ing into account both hypotheses, we advocate for
obtaining the pseudo labels for proxy learning via
applying the stable sinkhorn algorithm to solve the
optimization problem with the text refined logits
M ′. Then, we use the pseudo labels to supervise
visual proxy learning, summarized in Algorithm 1.
The pipeline is shown in Figure 2.

Step1: Text Enhancement and Feature Ex-
traction The image x is processed through the
CLIP visual encoder to obtain its visual represen-
tation: V = VisualEncoder(x). In parallel, Chat-
GPT is queried with our designed prompt to gen-

Algorithm 1 VPL Framework
Input: Unlabeled image set {xi}Ni=1, class
names {cj}Kj=1, expert (chatgpt) prompt
prompt1, prompt2, CLIP vision and text
encoders {f, g}, expert model (chatgpt), text
similarity threshold δ
Output: Predicted labels ŷi

1: Obtain text descriptions sj =
Expert(prompt1, cj).

2: Evaluate class descriptions with
δ. Obtain refined text descriptions
sj = TextRefinement(prompt2, cj).

3: Extract features Vi = f(xi) and Tj = g(sj).
4: Obtain logits matrix M ∈ RN×K : Mi,j =

Vi · Tj .
5: Obtain reference distribution q, and then

pseudo labels P ′ by Eq. 7-9. Refine P ′ with
one-hot conversion.

6: Optimize visual proxies {Ij}Kj=1 by Eq. 1
7: return ŷi = argmaxj Vi · Ij

erate major symptoms for each diagnostic cate-
gory: sj = ChatGPT(prompt1, cj), referencing
the paradigm of (Liu et al., 2023c). In empirical
investigations, we observed that ChatGPT can gen-
erate analogous descriptions for distinct classes.

For example, when employing this procedure,
class ‘moderate nonproliferative retinopathy’ and
‘severe nonproliferative retinopathy’ both include
descriptions like retinal hemorrhages and venous
beading. This homogeneity obscured the nuanced
differences essential for accurate classification,
thus led us to use a TextRefinement module as
shown in Figure 3. This module examines each
class pair, activating a specialized prompt for one
class if their descriptions’ cosine similarity ex-
ceeds a threshold δ (See Appendix B.3): sj =
TextRefinement(prompt2, cj), where prompt2 is
designed to regenerate a differentiating description
for that class. To illustrate with the previously men-
tioned retinopathy classes, prompt2 applying to
class “moderate nonproliferative retinopathy" reads
“Compared to severe nonproliferative retinopathy,
according to published literature, what are useful
medical visual features for distinguishing moder-
ate nonproliferative retinopathy in a photo?" which
differentiates the two classes based on distinct vi-
sual characteristics. The refined symptoms are then
sent into the CLIP text encoder to obtain represen-
tations: Tj = TextEncoder(sj).
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Step2: Obtaining Pseudo Labels Using Stable
Sinkhorn Extracted features {Vi}Ni=1 and {Tj}Kj=1

serve as the foundational inputs for the computa-
tion of the logits matrix M : Mi,j = Vi · Tj which
is the input of our stable sinkhorn algorithm (Eq.
7 - 9). The algorithm involves an iterative process
that alternatively normalizes columns and rows of
the matrix within the log domain for a set number
of iterations. Following the final iteration, we ex-
ponentiate the log matrix to obtain a preliminary
result, which is then transformed into the pseudo
label matrix P ′ using one-hot conversion, as de-
scribed in (Sohn et al., 2020; Qian et al., 2024).

Step3: VPL and Inference With pseudo labels,
VPL is governed by Eq. 1. The learning process is
executed through gradient descent using an adap-
tive learning rate, with an initial state of {Ij}Kj=1

set to be {Tj}Kj=1 (Qian et al., 2024). After the
completion of weight updates, the learning process
produces the better visual proxies {Ij}Kj=1. A score
function S is formulated to assess the similarity of
an image-text pair (x, c) which entails computing
the similarity between the feature representation
of the image x and the visual proxy of class c:
S(x, c) = V · I. Going over all categories, the one
with the maximum score is taken as the predicted
diagnosis of x:

ŷ = argmax
j∈{1,...,K}

S(x, cj) = argmax
j∈{1,...,K}

V · Ij . (10)

4 Experiments

4.1 Experimental Setup
Dataset & Evaluation Metric. For a compre-
hensive assessment, we follow the five datasets
as CMD (Liu et al., 2023c) to conduct extensive
performance validation, including Pneumonia (Ker-
many et al., 2018), Montgomery (Jaeger et al.,
2014), Shenzhen (Jaeger et al., 2014), IDRiD (Por-
wal et al., 2018) and BrainTumor (Liu et al., 2023c)
Dataset. They cover data from different countries
and different disease types, as shown in Table 5.
The classification accuray is used as the evaluation
metric in our experiments.

Implementation Detail. We perform our ex-
periments in PyTorch framework on a NVIDIA
GEFORCE RTX 3090 GPU. We employ two ver-
sions of pre-trained CLIP vision encoders, i.e.,
ViT-L/14 and ViT-L/14@336px, for inference.
We added hyperparameter search experiments for
proxy learning, selecting a temperature τ of 0.01
and 20 iterations (see appendix Figure 7).

Figure 3: Results of PCA visualization. (a) with vanilla medi-
cal text input and textual proxies for inference. (b) with refined
medical text input and stable Sinkhorn algorithm to generate
visual proxies for inference.

i i

Figure 4: Performance comparison of Stable Sinkhorn and
Sinkhorn under Refined Texts. The left and right subfigures
denote the results under ViT-L/14 and ViT-L/14@336px.

4.2 Main Results

We evaluate the proposed method and compare it to
the state-of-the-art zero-shot image classification
methods, including CLIP (Radford et al., 2021),
VCD (Menon and Vondrick, 2023), the medical
diagnosis method CMD (Liu et al., 2023c), and
InMaP (Qian et al., 2024), with two backbones on
five datasets as depicted in Section 4.1. Results
are shown in Table 1. Note that since the GPT-3
model as used in the VCD has limitations in in-
terpreting medical terms, we replace it with the
upgraded GPT-3.5 model. We can observe that
on all datasets, regardless of the backbone used,
our method consistently and conspicuously out-
performs the baselines, which indicates its highly
effective and robust capabilities in medical diagno-
sis. Notably, our method surpasses all baselines by
a large margin of 15.31% on dataset IDRiD which
uniquely demands the evaluation of severity lev-
els rather than the binary detection tasks in other
datasets, underscoring our method’s superior ca-
pability in processing complex medical data and
discerning subtle differences across severity levels.

To demonstrate the improvements in represen-
tation learning brought by VPL, we perform PCA
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Table 1: Comparison to baselines with different backbones on Various Datasets

Pneumonia Montgomery Shenzhen BrainTumor IDRiD

Model ViT-L/14 ViT-L/14 ViT-L/14 ViT-L/14 ViT-L/14

CLIP (Radford et al., 2021) 64.55 60.14 50.76 57.36 06.80

VCD (Menon and Vondrick, 2023) 72.97 63.77 64.65 58.04 18.45

CMD (Liu et al., 2023c) 73.36 59.42 68.13 62.61 20.38

InMaP (Qian et al., 2024) 66.75 68.12 69.79 63.96 32.75

VPL (Ours) 75.05(+1.69) 71.74(+3.62) 74.32(+4.53) 67.34(+3.38) 48.06(+15.31)

Model ViT-L/14@336px ViT-L/14@336px ViT-L/14@336px ViT-L/14@336px ViT-L/14@336px

CLIP (Radford et al., 2021) 71.14 57.97 50.76 57.19 11.65

VCD (Menon and Vondrick, 2023) 72.97 62.32 69.94 57.19 18.45

CMD (Liu et al., 2023c) 73.17 57.97 68.88 58.38 13.59

InMaP (Qian et al., 2024) 70.27 60.87 73.72 57.53 38.37

VPL (Ours) 79.71(+6.54) 69.57(+7.25) 77.34(+3.62) 63.45(+5.07) 47.29(+8.92)

visualization (Abid et al., 2018) according to the
grading predictions of the model with backbone
ViT-L/14 on dataset IDRiD and compare the effects
in Figure 3. Subfigures (a), (b) denote VPL with
different learning scheme versions, as described in
the caption. We can observe from the visualization
that our complete model (b) has distinct improve-
ments over the model with naive learning schemes
(a). Using our model, the individual characteris-
tics of the same type of disease are closer, and the
feature distinction of different clusters of disease
categories is more obvious, which shows the effec-
tiveness of our designs for feature learning.

4.3 Ablation Studies

Effects of Text Refinement. We compare the per-
formance with and without text refinement both
in conjunction with the Stable Sinkhorn algorithm
and in its absence, as exhibited in Table 2. It can be
observed that on the basis of using stable Sinkhorn
algorithm, replacing Vanilla text input with our re-
fined texts, i.e., from 1(c) to 1(d) and from 2(c) to
2(d) in Table 2, consistently brings performance im-
provements. In the case without stable Sinkhorn al-
gorithm, i.e., from 1(a) to 1(b) and from 2(a) to 2(b),
the text refinement also demonstrates positive influ-
ence on all datasets except Montgomery. Besides,
we compare our text refinement to the CMD’s text
enrichment strategy (Liu et al., 2023c) which es-
sentially does not perform text similarity reduction.
Since the text descriptions between different dis-
ease categories are quite different generated from
dataset Pneumonia, Montgomery and Shenzhen,
meaning there is no need to reduce text repeata-
bility, we only perform the comparison on dataset

（BrainTumor） （IDRiD）

Figure 5: Ablation study on the text cosine similarity threshold.
It is observed that 0.4 represents the optimal threshold.

BrainTumor and IDRiD. For fair comparison, all
comparison experiments are employed the stable
Sinkhorn to obtain visual proxies. The results are
shown in Table 3, revealing that our similarity re-
duction between different categories is necessary
and our text refinement is superior to CMD.
Effects of Stable Sinkhorn Algorithm. Similarly,
we check the effect of stable Sinkhorn algorithm,
as shown in Table 2. Implementing the stable
Sinkhorn algorithm, i.e., from 1(a) to 1(c), 1(b) to
1(d), from 2(a) to 2(c), 2(b) to 2(d), yields accuracy
enhancements across almost all scenarios, showing
the effectiveness of the proposed algorithm. In ad-
dition, we compare the performance of the visual
proxies in (Qian et al., 2024) learned with pseudo
labels from the standard Sinkhorn and our visual
proxies learned with pseudo labels from the pro-
posed stable Sinkhorn. Results are illustrated in
Figure 4, demonstrating that our algorithm design
can indeed boosts performance, which aligns with
our analysis in Hypothesis 2.
Interesting interaction between Text Refinement
and Stable Sinkhorn. We find an interesting phe-

9984



Table 2: Ablation study on different components with two types of backbone on five datasets.

Backbone Refined Texts Stable Sinkhorn Pneumonia Montgomery Shenzhen BrainTumor IDRiD
1(a) 64.55 60.14 50.76 57.36 06.80
1(b) ✓ 72.97 42.03 59.82 58.38 24.61
1(c) ✓ 62.96 68.84 72.51 67.34 46.12

ViT-L/14

1(d) ✓ ✓ 75.05 71.74 74.32 67.34 48.06
2(a) 71.14 57.97 50.76 57.19 11.65
2(b) ✓ 72.97 42.03 56.04 57.19 37.02
2(c) ✓ 73.87 64.49 77.19 62.27 46.71

ViT-L/14@336px

2(d) ✓ ✓ 79.71 69.57 77.34 63.45 47.29

Table 3: Performance comparison of our text refinement ap-
proach with advanced text design in CMD (Liu et al., 2023c).

Dataset Method ViT-L/14 ViT-L/14@336px

BrainTumor
w/o TextRefinement 65.31 61.08

VPL 67.34 63.45

IDRiD
w/o TextRefinement 47.09 46.51

VPL 48.06 47.29

Table 4: Accuracy (%) comparison of ours and Flamingo.
The * signifies a special case: a perfect score demonstrated
on Shenzhen dataset, likely due to its inclusion in Open-
Flamingo’s training set.

Ours OpenFlamingo
Pneumonia (Kermany et al., 2018) 79.71 72.97
Montgomery (Jaeger et al., 2014) 69.57 57.97

Shenzhen (Jaeger et al., 2014) 77.34 100*

BrainTumor (Liu et al., 2023c) 63.45 57.02
IDRiD (Porwal et al., 2018) 47.29 32.36

nomenon from Table 2: while implementing either
text refinement or the stable Sinkhorn individu-
ally in the zero-shot diagnosis process occasion-
ally yields failures, their combined application, i.e.,
from 1(b) to 1(d), 1(c) to 1(d), from 2(b) to 2(d),
2(c) to 2(d) in Table 2, consistently succeeds. This
suggests a minor instability when these designs are
used separately, yet also hints a synergistic inter-
action that enhances performance robustness and
effectiveness when used together. We attributes
this synergy to the effectiveness of text refinement
in identifying class proxies within the vision do-
main. The precise nature of this interaction war-
rants deeper investigation in future studies.
Effects of text similarity threshold δ selection.
As we conduct text similarity reduction in Brain-
Tumor and IDRiD dataset, we record the results
under different text similarity threshold δ choices
on these two datasets in Figure 5. It can be seen
that on both datasets, regardless of the backbone
choice, our model consistently achieve the best per-
formance when the threshold is 0.4. Therefore,
we unanimously set δ = 0.4 as the text similarity
threshold in all our experiments.

4.4 Discussion

Currently, pretrained multimodal large models
show great application potential in the field of
medical diagnosis due to their powerful zero-shot
inference capabilities (Awadalla et al., 2023; Lai
et al., 2024b). We compare VPL to advanced mul-
timodal large models, OpenFlamingo (Awadalla
et al., 2023; Alayrac et al., 2022). For medical
image diagnosis, OpenFlamingo adopts a medi-
cal visual question answering approach, inquir-
ing the question of “Is this an image of {Di-
agnostic Category}?” Our experiments employ
the OpenFlamingo 9B model (Zhu et al., 2023;
Awadalla et al., 2023). The results in Table 4 dis-
play that VPL exceeds OpenFlamingo on most
datasets except Shenzhen dataset. Although Open-
Flamingo achieves 100% accuracy on the Shenzhen
dataset, its performance on other datasets is con-
sistently lower. This perfect score likely results
from the Shenzhen dataset being included in Open-
Flamingo’s training data, making its generalization
ability on this dataset unreliable. While for the
rest datasets, VPL achieves an accuracy improve-
ment from 6.43% to 14.93% compared with Open-
Flamingo. Despite OpenFlamingo being trained
on more data, its generalization ability lags behind
ours, further demonstrating the superiority of VPL.

We applied VPL to the BioMedCLIP (Zhang
et al., 2023), observing substantial improvements
across four public datasets, highlighting its poten-
tial as a promising, training-free CLIP application
(see Apendix Table 7).

5 Conclusion

In this work, we focus on enhancing zero-shot clas-
sification of CLIP in medical image diagnosis. Our
analysis reveals that imprecise texts, along with
the vision-text modal gap, are key impediments
to current classification performance. To address
these, We propose VPL, which consists of a strat-
egy to refine medical texts and a method to recover
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class proxies in the visual space with the aid of
medical textual proxies. Specifically, medical cate-
gory texts are refined via LLMs to alleviate seman-
tic ambiguities between medical texts and images.
Then, by improving textual proxy predictions with
unlabeled image data, visual proxies are learned
through pseudo-labels, circumventing modal dis-
crepancies. Experiments across various datasets
consistently demonstrate zero-shot accuracy im-
provement in CLIP through our approach.

Limitation

The current limitation of this study is that it relies
solely on the expert model ChatGPT (Ouyang et al.,
2022) for detailed disease text descriptions. Engag-
ing experts who are more intimately familiar with
the nuanced classification of these diseases to craft
more refined texts could enhance the representation
of disease characteristics, thereby yielding a more
optimized text proxy. Presently, our method is
closely approaching the performance of supervised
approaches. We aspire that in the future, through
the ultimate refinement of text representations of
diseases, we will surpass the performance of super-
vised methods.
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Appendix

In this section, we present additional implementa-
tion details, experiment results, and supplements.
The content structure is outlined as follows:

• Section A - Vision-language Pre-training

• Section B - Appendix Method

– Section B.1 - Stable Sinkhorn
– Section B.2 - Optimize Image Classifier
– Section B.3 - Descriptions’ Cosine Simi-

larity

• Section C - Experiments

– Section C.1 - VPL, compared with super-
vised methods

– Section C.2 - Effects of VPL in BioMed-
CLIP

– Section C.3 - Expert Prompt 1
– Section C.4 - Expert Prompt 2

A Vision-language Pre-training

Visual-language (VL) pre-training involves train-
ing multi-modal models on extensive datasets fea-
turing both visual and textual elements (Do et al.,
2021; Liu et al., 2021a; Wang et al., 2023a; Li
et al., 2023), eg. images and captions, to learn joint
representations that capture the complex interac-
tions between the two modalities. Practically, due
to the high cost of acquiring manually annotated
datasets, most visual-language models (Chen et al.,
2019, 2020; Li et al., 2020; Radford et al., 2021;
Liu et al., 2023b) are trained with image-text pairs
captured from the Internet (Jia et al., 2021; Sharma
et al., 2018). As an important example, with pre-
training on 400 million pairs of image and text
from the Internet, the model CLIP (Radford et al.,
2021) gained rich cross-modal representations and
achieved amazing results on a wide range of visual
tasks without any fine-tuning. Leveraging CLIP’s
extensive learning, we can create a framework for
training-free medical image diagnosis.

B Appendix Method

B.1 Stable Sinkhorn

In this section, we propose the Stable Sinkhorn
Algorithm, which is designed to compute a doubly
stochastic matrix from an arbitrary non-negative
matrix M , as shown in Algorithm 2. The algorithm
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Algorithm 2 Stable Sinkhorn Algorithm

Require: M, τ, iter
Ensure: Stable matrix P

1: row, col← shape(M)
2: log _P ←M/τ
3: log _P ← log _P − logsumexp(log _P, 1)

{Normalize columns first for stability}
4: for i = 1 to iter do
5: log _P ← log _P − logsumexp(log _P, 0)

{Normalize rows}
6: log _P ← log _P − logsumexp(log _P, 1)

{Normalize columns}
7: end for
8: return exp(log _P ) {Convert log probabili-

ties back to probabilities}

operates in the logarithmic domain to enhance nu-
merical stability, especially when dealing with ma-
trices with large dynamic ranges that may cause
underflow or overflow in a conventional computing
environment.

The input matrix M is first scaled by a temper-
ature parameter τ , which controls the entropy of
the resulting matrix. The scaled matrix is then
subject to the log-sum-exp operation, which is a
smooth approximation of the maximum function
that helps in computing the normalization factor in
the logarithmic domain. This operation is defined
as logsumexp(A, dim) = log(

∑
(exp(A), dim)),

where A is a matrix and dim is the dimension over
which to perform the summation.

The output of the algorithm is the exponentiated
version of the logarithmic matrix, which yields
a doubly stochastic matrix P with all rows and
columns summing to one.

The log-sum-exp operation is a critical compo-
nent of the Stable Sinkhorn Algorithm. To facili-
tate the computation of this operation, we define
a macro in our implementation, which is robust
against potential numerical issues. The logsumexp
function, used in various numerical algorithms for
stability, is defined mathematically as:

logsumexp(a) = log

(∑

i

exp(ai)

)
(11)

where a = [a1, a2, . . . , an] is a vector of real num-
bers. This function takes a matrix and a dimension
as inputs and performs the log-sum-exp operation
along the specified dimension. This is particularly
useful in avoiding numerical underflow or overflow

Algorithm 3 Image Classifier Optimization

Require: feat, text_classifier, plabel
Ensure: classifier

1: lr ← 10, iter ← 2000, τi ← 0.04, α← 0.6
2: ins, dim← shape(feat)
3: val, idx← torch.max(plabel, dim = 1)
4: mask ← val > α
5: plabel[mask, :]← 0
6: plabel[mask, idx[mask]]← 1
7: base← feat⊤@plabel
8: classifier ← text_classifier.clone()
9: pre_norm←∞

10: for i← 0 to iter − 1 do
11: prob ←

F.softmax(feat@classifier/τi, dim = 1)
12: grad← feat⊤@prob− base
13: temp← torch.norm(grad)
14: if temp > pre_norm then
15: lr ← lr/2
16: end if
17: pre_norm← temp
18: classifier ← classifier − (lr/(ins ×

τi))× grad
19: classifier ←

F.normalize(classifier, dim = 0)
20: end for

when dealing with very small or large exponentials.

B.2 Optimize Image Classifier

The proposed algorithm optimizes an image classi-
fier by leveraging the feature space represented by
the matrix feat and the probability labels plabel.
The optimization is guided by the text classifier
parameters text_classifier and is conducted over
iter iterations with an adaptive learning rate lr. At
each step, labels with confidence above a threshold
α are considered reliable and used to construct a
target matrix base through a masking operation.
The optimization process employs a softmax func-
tion with a temperature parameter τi to compute
probabilities, which are then used to calculate the
gradient grad of the loss function with respect
to the classifier parameters. ‘F’ represents the
nn.functional function in PyTorch. The learning
rate is halved whenever the norm of the current
gradient exceeds the previous iteration’s gradient
norm, preventing overshooting in the parameter
space. The classifier parameters are updated by
subtracting the gradient, scaled by the learning rate
and normalized by the feature space dimensions
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and temperature parameter. Finally, the classifier
parameters are normalized to ensure stability and
convergence, as shown in Algorithm 3. The hyper-
parameters for Optimize Image Classifier follow
reference (Qian et al., 2024), ensuring alignment
with established research.

B.3 Descriptions’ Cosine Similarity

Cosine Similarity = A⃗·B⃗
∥A⃗∥∥B⃗∥ is used to measure

the similarity between two diseases descriptions
embedding A⃗, B⃗ in terms of content or semantic
information. For example, moderate and severe
retinopathy are characterized by “more retinal hem-
orrhages and venous beading". To distinguish be-
tween them, we utilize cosine similarity to assess
their semantic similarity. If similarity surpasses
threshold δ, distinct descriptions are generated by
refined prompt: moderate retinopathy is marked
by “Presence of retinal hemorrhages," “absence
of neovascularization"(Distinguished from severe
retinopathy).

C Experiments

C.1 VPL, compared with supervised methods

This work compiles and presents data from five dis-
tinct datasets, including their distribution as shown
in Table 5. The dataset is sourced from multiple
countries, covering various diseases and including
datasets commonly used in previous studies, ensur-
ing diversity, fairness and consistency. It’s evident
that the datasets encompass a variety of disease
types from multiple countries, as illustrated in Fig-
ure 6. The method proposed in this study achieved
consistent improvement across all datasets, demon-
strating its strong generalizability. Furthermore,
this work conducts a comparative analysis with su-
pervised algorithms recently applied to these five
medical datasets, as detailed in Table 6. It’s im-
portant to note that the performance metrics for
the supervised methods in Table 6 were obtained
from experiments on training, validation, and test
sets designated by their respective authors. In con-
trast, our study’s metrics are derived from inference
tests on all images in the datasets, allowing only
for an approximate comparison. Nevertheless, our
method outperforms the supervised baseline meth-
ods and approaches the top performance seen in
the referenced supervised methods. This signifies
a narrowing gap between training-free and super-
vised learning, highlighting the superiority of our
zero-shot medical image diagnosis approach. The

effectiveness of the improvements made in study is
further substantiated by Figure 3.

Notably, in the IDRiD dataset, which includes
five types of retinal lesions with relatively subtle
distinctions, the best performance achieved by su-
pervised methods on the test set is only 56.19%. In
comparison, our method falls short by a mere eight
percentage points without any of the supervision
or data required by supervised methods. This rep-
resents a significant advancement. If future work
could further refine the description or representa-
tion of disease characteristics, it’s plausible that
this gap could be further reduced.

C.2 Effects of VPL in BioMedCLIP
We applied VPL to BioMedCLIP (Note that only
the BioMedCLIP (ViT-B/16) (Radford et al., 2021;
Zhang et al., 2023) model is publicly available),
trained specifically for the medical domain, with re-
sults shown in Table 7. Across four public datasets
and regardless of the domain knowledge used to
train the CLIP (Radford et al., 2021) models, ap-
plying VPL with a training-free approach resulted
in substantial improvements. This underscores the
potential of VPL’s inference paradigm to become a
promising application of CLIP.

C.3 Expert Prompt1

Expert Prompt1

According to published literature, what are
useful medical visual features for distin-
guishing Category B in a photo?

C.4 Expert prompt2

Expert Prompt2

Compared to Category A, according to pub-
lished literature, what are useful medical
visual features for distinguishing Category
B in a photo?
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Table 5: Data statistics of the used five datasets. GM and PCNSL denote glioblastoma multiforme and primary central nervous
system lymphoma, respectively.

Dataset Data Source Disease Number Distribution

Pneumonia China Pneumonia 5232 Bacterial: Viral: Normal=2538: 1345: 1349

Montgomery USA Tuberculosis 138 Normal: Abnormal=80: 58

Shenzhen China Tuberculosis 662 Normal: Abnormal=326: 336

IDRiD India Diabetic Retinopathy 516 Normal: Mild: Moderate: Severe: Proliferative= 168: 25: 168: 93: 62

BrainTumor China Brain tumor 593 GM: PCNSL=338: 255

Table 6: Accuracy (%) of our method and supervised learning methods on the four datasets we use in our work. Note that the
accuracy of our method is evaluated on the whole dataset, while results of supervised approaches are calculated on test sets split
by the authors. ~ denotes approximate values, indicating that the accuracies are slightly different from those reported above.

Montgomery Shenzhen Pneumonia IDRiD
Supervised (baseline) Method 62.58 (Sirshar et al., 2021) 65.70 (Sirshar et al., 2021) 61.19 (Szepesi and Szilágyi, 2022) 52.28 (Wu et al., 2020)

Supervised (best citation) Method 88.40 (Sirshar et al., 2021) 81.11 (Sirshar et al., 2021) 97.21 (Szepesi and Szilágyi, 2022) 56.19 (Wu et al., 2020)
Best Acc (Ours) ~71.74 ~77.34 ~79.71 ~48.06

(a) (b) (c) (d) (e)

Figure 6: Examples from five different datasets. (a) is from dataset Pneumonia; (b) is from dataset Montgomery; (c) is from
dataset Shenzhen; (d) is from dataset BrainTumor; (e) is from dataset IDRiD.
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Figure 7: Stable sinkhorn parameter analysis.

Table 7: VPL with CLIP (ViT-L/14) and BioMedCLIP (ViT-B/16) on Various Datasets

Pneumonia Montgomery Shenzhen IDRiD

CLIP 64.55 60.14 50.76 06.80

VPL (CLIP) 75.05(+10.5) 71.74(+11.6) 74.32(+23.56) 48.06(+41.26)

BioMedCLIP 53.81 84.06 67.98 43.02

VPL (BioMedCLIP) 71.72(+17.91) 90.58(+6.52) 83.38(+15.4) 46.71(+3.69)
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