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Abstract

Large language models (LLMs) have shown
excellent mastering of human language but still
struggle in real-world applications that require
mathematical problem-solving. While many
strategies and datasets to enhance LLMs’ math-
ematics are developed, it remains a challenge
to simultaneously maintain and improve both
language and mathematical capabilities in de-
ployed LLM systems. In this work, we tai-
lor the Self-Critique pipeline, which addresses
the challenge in the feedback learning stage of
LLM alignment. We first train a general Math-
Critique model from the LLM itself to provide
feedback signals. Then, we sequentially em-
ploy rejective fine-tuning and direct preference
optimization over the LLM’s own generations
for data collection. Based on ChatGLM3-32B,
we conduct experiments on both academic and
our newly created challenging dataset, MATH-
USEREVAL. Results show that our pipeline sig-
nificantly enhances the LLM’s mathematical
problem-solving while still improving its lan-
guage ability, outperforming LLMs that could
be two times larger. Related techniques have
been deployed to ChatGLM, an online serving
LLM. Related evaluation datasets and scripts
are released at https://github.com/THUDM/
ChatGLM-Math.

1 Introduction

Large Language Models (LLMs) (Brown et al.,
2020; Chowdhery et al., 2022; Kaplan et al., 2020;
Scao et al., 2022; Touvron et al., 2023a; Zeng et al.,
2022; Anthropic, 2023) have garnered widespread
attention for their remarkable proficiency in var-
ious linguistic tasks such as text summariza-
tion(Hermann et al., 2015; Völske et al., 2017;
Narayan et al., 2018; Li et al., 2022), question an-
swering (Hendrycks et al., 2021a; Kwiatkowski
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Model
Avg. of GSM8k

& MATH
AlignBench
Language

DeepSeek-67B-Chat (DeepSeek-AI et al., 2024) 58.3 7.11
DeepSeek-67B-Chat-DPO (DeepSeek-AI et al., 2024) 57.7 (-1.2%) 7.60 (+6.8%)

InternLM2-Chat-20B (Team, 2023) 57.2 7.68
Math-InternLM2-20B (Team, 2023) 60.2 (+5.1%) 6.53 (-14.8%)

ChatGLM3-32B-SFT-2312 52.4 7.37
+ RFT&DPO 61.6 (+17.5%) 7.80 (+5.85%)

Table 1: Our self-critique pipeline enables simul-
taneous improvement of language and mathemati-
cal abilities. Previous alignment methods enhance
language but could potentially impair mathematical
abilities (DeepSeek-AI et al., 2024), whereas math-
specialized models could harm language capabili-
ties (Team, 2023).

et al., 2019; Bisk et al., 2020), and role-playing
conversations (Tu et al., 2024; Zhou et al., 2023a;
Shao et al., 2023). Furthermore, their potential in
addressing complex problems requiring mathemat-
ical reasoning (Yu et al., 2023; Wang et al., 2023;
Luo et al., 2023) has expanded their applicability
across real-world missions (Liu et al., 2023b; Bai
et al., 2023b).

Despite these advances, optimizing LLMs to ex-
cel simultaneously in language understanding and
mathematical problem-solving presents a notable
challenge. The prevalent reinforcement learning
from human feedback (RLHF) approach primarily
enhances text generation based on reward mod-
els reflecting human preferences (Touvron et al.,
2023a; Ouyang et al., 2022; Touvron et al., 2023b).
Although this method boosts the quality of the gen-
erated text, it often overlooks the accuracy and log-
ical coherence essential for solving mathematical
problems, leading to a discrepancy in performance
known as the "alignment tax"(Askell et al., 2021)
when applied to mathematical reasoning (refer to
Table 1). Conversely, attempts to bolster LLMs’
mathematical capabilities typically entail super-
vised fine-tuning (SFT) that inadvertently dimin-
ishes their linguistic versatility, posing a dilemma
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for practical applications of LLM systems (Team,
2023; Yu et al., 2023; Luo et al., 2023; Yue et al.,
2023).

Pipeline: Self-Critique. This paper introduces a
novel approach aimed at enhancing LLMs’ linguis-
tic and mathematical skills without compromising
one for the other. Our strategy deviates from tra-
ditional RLHF by incorporating a Math-Critique
model derived from the LLM, which evaluates its
mathematical outputs. This self-critique mecha-
nism enables the model to learn from AI-generated
feedback specifically tailored to mathematical con-
tent (Bai et al., 2022; Lee et al., 2023). Our method-
ology comprises two primary phases:

• Stage 1: Rejective Fine-tuning (RFT) (Yuan
et al., 2023) employs a rejection sampling tech-
nique, wherein responses failing to meet Math-
Critique standards are discarded, while the rest
undergo further fine-tuning. This stage aims to
enhance the model’s accuracy and consistency in
mathematical responses while ensuring diversity
among the selected answers.

• Stage 2: Direct Preference Optimization
(DPO) (Rafailov et al., 2023) extends the im-
provement process by directly learning from
pairs of correct and incorrect answers, further
refined through Math-Critique, focusing on the
most challenging questions from the previous
stage.

Benchmark: MATHUSEREVAL. To accurately
assess LLMs’ capabilities in solving real-world
mathematical problems, we develop the MATH-
USEREVAL dataset. It features a diverse range of
questions, extending beyond academic exercises
to include practical application scenarios, thereby
better-reflecting user needs compared to traditional
academic math datasets (Zhao et al., 2020; Wang
et al., 2017; Cobbe et al., 2021). We leverage both
GPT-4-turbo and our Math-Critique model for com-
prehensive scoring.

In summary, our contributions include:

• The introduction of the Self-Critique pipeline, a
novel framework that elevates both the mathemat-
ical and linguistic capabilities of LLMs through
self-generated feedback, thereby eliminating the
need for external supervisory models and manual
annotations. This approach has been validated
on a ChatGLM3-32B model, achieving unpar-
alleled performance on the MATHUSEREVAL,
Ape210k (Zhao et al., 2020), MATH (Hendrycks

et al., 2021a), and the linguistic tasks of Align-
Bench (Liu et al., 2023a).

• The creation of the MATHUSEREVAL bench-
mark, tailored to assess LLMs on complex, open-
ended mathematical queries relevant to real-
world applications, setting a new standard in eval-
uating practical mathematical reasoning capabili-
ties.

• A detailed analysis of the key factors contributing
to enhancing mathematical proficiency through
the Self-Critique pipeline, offering insights into
future directions for autonomous model improve-
ment.

2 Related Work

LLM for Math Problem-Solving. Various ap-
proaches have been explored to enhance the mathe-
matical problem-solving abilities of language mod-
els. Prompting Methods, initiated by Chain of
Thought prompting (Wei et al., 2023a; Cheng et al.,
2023), have been refined for detailed reasoning,
with enhancements from (Yao et al., 2023; Besta
et al., 2023; Yang et al., 2023a). Supervised Fine-
tuning and Reinforcement Learning (RL) are also
pivotal, with high-quality supervisory data from
works like (Luo et al., 2023; Yuan et al., 2023;
Chern et al., 2023; Yu et al., 2023; Yue et al.,
2023; Zhang et al., 2024) directly improving ca-
pabilities. RL’s potential in general domains is
shown by (OpenAI, 2023; Touvron et al., 2023a;
DeepSeek-AI et al., 2024; Lightman et al., 2023;
Luo et al., 2023; Wang et al., 2023), despite chal-
lenges in applying the DPO algorithm (Rafailov
et al., 2023) for mathematical tasks. For a detailed
comparison with similar works, refer to Table 2.

Mathematical Evaluation. Complex reasoning
tasks, such as mathematics, are key indicators of
language model capabilities (Koncel-Kedziorski
et al., 2016; Polu and Sutskever, 2020; Hendrycks
et al., 2021b; Fu et al., 2023). The GSM8k (Cobbe
et al., 2021) and MATH (Hendrycks et al., 2021b)
datasets are widely used benchmarks. Some
sets (Ling et al., 2017; Zhong et al., 2023) fo-
cus on pure math prowess, while others (Mishra
et al., 2022; Suzgun et al., 2022) combine math
with other abilities. In Chinese, CM17k (Qin
et al., 2021), CARP (Zhang et al., 2023a),
Math23K (Wang et al., 2017) and CMath (Wei
et al., 2023b) target elementary and middle school
math, while AgiEval (Zhong et al., 2023) and
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Table 2: Compare ChatGLM-Math with other works
with General or Math improvement. We are the first to
generate and critique training responses without human
annotators and external LLMs.

Domain
SFT Data
Selection

RL
Reward

RL
Method

w/o
Human

w/o
Ex. LLM

Self-Gen.
Training

Self-Cri.

Instruct GPT General - RM PPO !

Self-Instruct General By Rule - - ! ! !

Alpagasus General By ChatGPT - - ! !

RLAIF General RM RM PPO !

SPIN General - - DPO-like !

Metamath Math Answer - - !

WizardMath Math Answer IRM+PRM PPO ! !

ChatGLM-Math Math &
General

Math-Critique Math-Critique DPO ! ! ! !

Table 3: Compare MathUserEval with other Math
benchmarks. “MC” refers to multiple-choice.

Benchmarks Data Source
Language Domain Multiform

Answer
Eval.

Metric
Chinese

pre-High
School

High
School

Col-
ledge

Cross
Subj.

Ape210k annotators ! ! EM
Cmath books & exams ! ! EM
CM17K books & exams ! ! ! EM
CARP books & exams ! ! ! EM
TAL-SCQ5K unknown ! ! ! MC Acc.
GSM8k annotators ! EM
MATH math competition ! ! ! EM

MathUserEval real-user scena-
rios & exams

! ! ! ! ! !
Model Judge

(w/ CoT)

GaoKaoBench (Zhang et al., 2023b) present exam-
level challenges. However, these datasets are in
fixed formats, and simple perturbations can signif-
icantly impact performance (Kumar et al., 2021;
Zhou et al., 2023b). Thus, performance on these
datasets must reflect real-world user questions. For
detailed comparisons with similar benchmarks, re-
fer to Table 3.

3 Math-Critique: A General Critic for
Math

Definition. We propose Math-Critique, an evalua-
tion model inspired by large models used for assess-
ment (Ke et al., 2023; Zheng et al., 2023). It scores
mathematical responses based on questions and ref-
erence answers, providing explanatory analysis and
a score from 1 to 10. Unlike traditional reward mod-
els, Math-Critique enhances judgment accuracy by
incorporating reference answers and explanatory
analysis inspired by thought chains. Responses are
categorized into four types: entirely incorrect (1–2),
partially correct methodology with errors (3–5), ac-
curate conclusion with flawed methodology (6–8),
and wholly correct (9–10). Math-Critique can be
defined as:

MC(Q,R,A) → (Critique,Score)

Q is the question, R is the reference answer, and
A is the evaluated answer. We used two evalua-

tion methods: average score evaluation, computing
the mean critique scores, and hard-split evaluation,
classifying answers as passing or failing based on
a correctness threshold and then calculating the
proportion of correct answers.

Data Collection. Our construction method in-
volves the following steps:

• We designed the scoring rules and intervals for
mathematical responses.

• We filtered a dataset from the training data, in-
cluding questions, reference answers, and model
responses. We utilized model sampling answers
from multiple sources, including different ver-
sions of ChatGLM and other models.

• We employed CritiqueLLM (Ke et al., 2023)
to annotate the dataset, selecting annotations
that represented the best and worst scoring ex-
tremes from these models, and directly used these
pseudo tags for training. This step generated a
total of 10k annotated data entries.

• For results with scores in the middle range, we
selected a portion for manual annotation into
four categories and then mapped these outcomes
to a 10-point scale, generating 5k annotated data.
We also divided an 800-sample test set into the
same method.

4 The Self-Critique Pipeline

Overview. Based on the construction method of
Math-Critique, this section introduces the Self-
Critique pipeline. This pipeline is a weakly super-
vised iterative training method for enhancing math-
ematical abilities originating from a single model.
Initially, we train a Math-Critique model using the
base model and concurrently train a basic Chat
Model using the fundamental SFT dataset. Sub-
sequently, we employ the Math-Critique model to
supervise the fine-tuning of the Chat Model through
rejection sampling. The outcome of this step can
serve as a new base model to update both the Math-
Critique model and the rejection sampling super-
vised fine-tuning model. Building upon these steps,
our final action involves utilizing the latest Math-
Critique model to sample contrast data and then
proceeding with DPO training. In the following
formula, we use MC to represent MathCritique.

In these steps, the data construction for the Math-
critique-base involves a small amount of manual
annotation. However, this batch of annotations is a
one-time effort, as only this batch of annotated data
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Instruction: Act as a judge …
Question: A has three eigenvalues 0, 3, 
and 5, …
Reference:… x =ku+ 1/3 * v + 1/5 * w.
Model Answer: …x = pu + \frac{1}{3}
v + \frac{1}{5}w,where p is any real 
number 
Response:
Analysis: The AI assistant's answer… 
Score: 9   

(1) Train Math-Critique (2) Train Critique-RFT Model

Pseudo Tag & 
Human Label

Questions
References 

Question and References 
are sampled from our 
Math Dataset.

Generate the pseudo tag 
from CritiqueLLM and 
manually label it.

The data is used to train 
the Math-Critique model 
from the base model. The 
Score in response refers 
to the quality of the 
model answer.

Ans. 1 Ans. 2

… Ans. N

Sample multiple 
candidate answers 
from our model.

Questions

10 8

… 2

Answers are scored by 
Math-Critique model.

Critique-RFT Training Set

Question Response

Select better model 
responses for training 
our rejected sampling 
supervised fine-tuning 
model (Critique-RFT 
model).

Ans. 1 Ans. 2

… Ans. N

QuestionsSample questions were 
incorrectly answered 
during step (2) from 
our Critique-RFT 
model.

Ans. 1 9

… …

Ans. N 2

Chosen

Rejected

Answers are reranked 
by the Math-Critique 
model. Best and worst 
answers are labeled as 
Chosen and Rejected 
answers.

Critique-DPO Training Set

Question Response-Chosen
Response-Rejected

Select Chosen and 
Rejected answers for 
training Critique-
DPO Model. 

(3) Train Critique-DPO Model

Math-Critique Model

Math-Critique Model Math-Critique Model

Figure 1: Self-Critique pipeline for ChatGLM-Math. It comprises three steps: training the Math-Critique model,
utilizing Math-Critique judgements for sampling, followed by two stages of training: Critique RFT and Critique
DPO. Throughout the entire process, only a minimal amount of manual involvement is required during the Math-
Critique training phase. Subsequent steps can be fully automated and do not depend on external supervisory models.

is needed as a bootstrap for the remaining itera-
tions. After that, inference and automatic model fil-
tering can complete all remaining steps. Replacing
manual annotation with inference can significantly
reduce the time required for each iteration from the
base model to the final chat model.

4.1 Stage 1: Rejective Fine-tuning

We utilized a rejection sampling method based on
Math-Critique. We found that both the sampling
range and the model influence the outcomes during
the rejection sampling process. Specifically, we
designed the following sampling principles:

• Pre-deduplication: Cluster question embeddings
from the training set and evenly sample across
categories, ensuring a diverse range of questions
without repetition.

• Post-sampling deduplication: We conducted a
selection process after 5-10 sampling iterations
based on the results from Math-Critique. After
essential deduplication, we chose the responses
only in cases where there were correct and incor-
rect responses to the same question.

Following the process outlined above, we have
obtained the Critique-RFT dataset:

DRFT =

{
(qi, aij) |

1
n

∑
x MC(aix) < 1

and MC(aij) > correct-bound

}

In this dataset, qi denotes the ith sampled ques-
tion, with each question undergoing n samplings.
aij represents the jth response to the ith question.
MC refers to Math-Critique score. ’correct bound’
denotes the minimum acceptable score for a correct
answer, generally set at 0.7.

4.2 Stage 2: Direct Preference Optimization

We employed the DPO method to enhance model
capabilities after Critique RFT. The primary advan-
tages are its simplicity in constructing data flows,
stability, and speed during training. The DPO
method directly compares the correct and incor-
rect answers to the same question. In our approach,
both answers are sampled from the model post-
RFT, which we found to be critically important.

Our DPO data filtering process is similar to Cri-
tique RFT, with the sole difference being the con-
struction method of DPO training pairs. For the
selection of DPO pairs, under the premise that there
is at least one correct and one incorrect answer, we
choose the data pair with the most significant dif-
ference in Math-Critique scoring results.

Following the process outlined above, we have
obtained the Critique-DPO dataset:

DDPO =



(qi, ac, ar)

∣∣∣∣∣∣

1
n

∑
x MC(aix) < 1,

MC(ac) > cor.-bound,
MC(ar) < rej.-bound





In this dataset, each element is a tuple, where
qi is the ith sampled question. For every question
qi, sampled n responses, each denoted by aix. The
Math-Critique (MC) score is computed for each re-
sponse aix, and the average of these scores must
be less than 1. The chosen answer for each ques-
tion, ac, is the one that exceeds the ’correct-bound’,
which is a predetermined threshold indicating a
satisfactory level of correctness, often set above a
specific value. Conversely, ar represents the an-
swer that falls below the ’rejected-bound’, which is
the threshold below which answers are considered
incorrect or unsatisfactory.
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4.3 Training

Math-Critique Training We employ the base
model of ChatGLM3-32B (Zeng et al., 2022; Du
et al., 2022) as the initial Math-Critique base model.
After each iteration, the model currently refined
through SFT (Supervised Finetuning) or Critique
RFT will be used as the base. We use a learning
rate 3e-6 and a batch size 128.
Critique-RFT Training During the Critique RFT
phase, each of our finetuning iterations includes the
datasets from previous stages after deduplication,
which also encompasses the initial sft dataset. We
merge DRFT and DSFT in this phase. The DSFT
dataset encompasses many routine tasks and can be
substituted with an open-source instruction finetun-
ing dataset. To eliminate the potential interference
of this dataset on the final results, we compared the
impact of including or excluding the sft data in our
ablation study. We finetune a base LLM model πθ
by standard max-loglikelihood loss. In this stage,
we use a learning rate 2e-5 and finetune for 8000
steps with a batch size of 64.
Critique-DPO Training During the Critique-DPO
phase, it was observed that the direct use of DPO
loss led to instability in the training process. To
mitigate this issue, a cross-entropy loss for the cho-
sen answer was introduced as a regularization term
to the total loss. The loss function we used is:

LDPO(πθ;πref ) = −E(qi,acho,arej)∼DDPO[
log σ

(
β log

πθ(acho|qi)
πref (acho|qi)

− β log
πθ(arej|qi)
πref (arej|qi)

)]

LCE(πθ;πref ) = −E(qi,acho)∼D [log (πθ(acho|qi))]

Lmerge = λ · LDPO + LCE

In this context, λ represents the coefficient of the
cross-entropy loss for the chosen answer in the
total loss. Commonly, we experiment with val-
ues in {0.5, 1, 1.5}. Another critical coefficient is
β, which measures the penalty intensity of DPO
for incorrect answers. Owing to the addition of a
regularization term, the value of this coefficient is
higher than that of the standard DPO, with our test-
ing range for this value being {0.5, 1, 2}. Besides
these, the overall learning rate is set at 1e-6. The
experimental section will report the optimal results
under these coefficient settings. We train 500 steps
with a batch size of 64 in this stage.

Table 4: The composition of the MATHUSEREVAL data
set. We divided the test set into three categories: Ele-
mentary and Advanced Mathematics. For calculating
the total score, we used the macro-average score. Dia.
refer to dialogues.

Category Sub-Category Size Source

Elementary

Calculate 75

Dia.
Algebra 113
Geometry 81
Trigonometry 73

Advanced

Discrete Math 45

Dia.&Exams
Probability 46
Linear Algebra 58
Calculus 54

5 MATHUSEREVAL: Benchmarking
LLMs’ Math Reasoning in Application

MATHUSEREVAL is a test set designed for real-
use scenarios, addressing user concerns and more
challenging mathematical problems. Some data
originates from university examination questions,
while others come from simulated dialogues. In
the latter, annotators posed math-related questions
using large models based on their daily experiences
and observations.

Based on the distribution of the collected data,
we divided the test set into two main categories, El-
ementary and Advanced, and eight sub-categories.
Given that Calculate Applications are less challeng-
ing and closely aligned with the scope of previous
public datasets, we selected fewer questions from
this category. The quantity of questions in each of
these categories is as shown in Table 4. All ques-
tions are posed in an open-ended format. Possible
answers include a single number, multiple numbers,
or mathematical expressions.

We offer two evaluation methods: GPT-4-1106-
Preview (OpenAI, 2023; Liu et al., 2023a; Zheng
et al., 2023) evaluation and Math-Critique evalua-
tion. The former adopts the alignbench (Liu et al.,
2023a) evaluation method for a more accurate, fair,
and accessible approach; the latter uses the Math-
Critique method described earlier.

6 Experiment

6.1 Data Collection

The primary sources of our data collection in-
clude public datasets and publicly available middle
school and university examination questions. We
selected English data prompts from the GSM8k and
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Solution: The length of the first curve of the track: 
3.14 × 72.6 = 227.964 (meters),
The length of the second curve of the track:
3.14 × (72.6 ÷ 2 + 1.25) × 2 = 235.814 (meters);
The difference between the two curves: 235.814 - 
227.964 = 7.85 (meters);
 

Reference Answer

Question: In a 400-meter running race, if the 
diameter of the first semicircular track is 72.6 
meters and the width of each lane is 1.25 meters, 
how far apart should the starting points of the 
first and second lanes be to ensure fairness in the 
competition? 

In a 400-meter running race, to ensure fairness, it is 
necessary to consider the impact of the curve radius on 
the distance that athletes run. 
 

Since the starting point of the first runner is on the 
diameter, its circumference is π × 72.6 meters.
For the second lane, … (More Steps)
 

Taking π as approximately 3.1416, we get a distance 
difference of 3.1416 × (75.1 - 72.6) meters = 3.1416 × 
2.5 meters = 7.854 meters.
 

Therefore, the starting points of the first and second 
lanes should differ by 7.854 meters to conduct the 
race more fairly.
 

Critique-RFT Training Response
······

Critique-DPO Chosen

First, we need to calculate the radius of the first track. 
Since the diameter is 72.6 meters, the radius would be 
72.6 meters divided by 2, equaling 36.3 meters.
 

Next, we need to determine the ··· (truncated)
 

So, the starting points of the first and second lanes 
should be 2.5 meters apart for the race.

Critique-DPO Rejected

Math-Critique Score: 9 Math-Critique Score: 1

Math-Critique Score: 10

(1) Given question and reference answer (2) An example response adopted by RFT stage (3) An example pair adopted by DPO stage

Figure 2: Training data examples. The data we generate is divided into two categories, originating from the questions
and references within existing datasets. We have constructed separate data for RFT and pairwise DPO training.

MATH training sets, using the original dataset re-
sponses as standard answers. We used the provided
answer formats as the common answers for pub-
licly available middle school and university exam
questions without further processing. Details of
our training data are provided in Appendix F.

6.2 Evaluation Setting

Evaluation Datasets. In our research, we pri-
marily tested the MATHUSEREVAL dataset, de-
rived from simulated dialogue records and actual
exam papers, offering diverse question styles and
real-world relevance. Additionally, we tested aca-
demic datasets: GSM8k (Cobbe et al., 2021) and
MATH (Hendrycks et al., 2021b) for English, and
Ape210k (Zhao et al., 2020) and Cmath (Wei et al.,
2023b) for Chinese. We also used the Hungar-
ian National Exam (Paster, 2023) as an Out-Of-
Distribution test set, and the Chinese language com-
ponent of AlignBench (Liu et al., 2023a) and full
MT-Bench (Zheng et al., 2023) to evaluate general
linguistic capabilities.

Base Model. Since we couldn’t determine whether
the open-source models had undergone instruc-
tion fine-tuning specifically for the math domain,
we chose ChatGLM3-32B-SFT-2312 as our base
model for training. This model has been thoroughly
pre-trained but only partially fine-tuned with in-
structions. Additionally, we carefully removed all
instruction data related to solving math problems.

Baselines. Since most of our work is conducted in
Chinese, we selected three categories of baselines:
open-source mathematics models, open-source Chi-
nese models, and leading proprietary models. For
the open-source mathematics models, we chose
SkyMath (Yang et al., 2023b), MetaMath (Yu et al.,
2023), and Internlm2-Math (Team, 2023). To ef-
fectively compare with the best Chinese models,

we selected Qwen-Chat (Bai et al., 2023a), Yi-
Chat (Yi, 2023), DeepSeek-Chat (DeepSeek-AI
et al., 2024), and InternLM2 (Team, 2023). We
also report the results for GPT-4-1106-Preview,
GPT-4-0613, GPT-3.5-Turbo (OpenAI, 2023), and
Claude-2 (Anthropic, 2023).

Metrics. For all datasets, we used the results of
greedy inference performed once. For academic
datasets, we report self-reported results of corre-
sponding models and the highest zero-shot/few-
shot results from the OpenCompass and MATH-
USEREVAL websites. For the math subset of
AlignBench (Liu et al., 2023a) and our MATH-
USEREVAL test set, we report scoring results from
GPT-4-Turbo and Math-Critique. More details on
evaluation settings are in Appendix C.

6.3 Main Results

Table 5 shows that our model scored 4.23 on MATH-
USEREVAL, 89.4 on Ape210k, and 40.6 on MATH,
surpassing all published models and achieving near-
top performances on Cmath and GSM8k. Addition-
ally, it scored 73 on the Hungarian Test, the highest
among known parameter models.

Using ChatGLM3-32B-SFT-2312 as our base-
line, the RFT phase significantly improved perfor-
mance across all math datasets, while the DPO
phase enhanced performance on open-ended math
problems like MATHUSEREVAL, the Hungarian
Exam, and AlignBench. Despite minimal improve-
ment on MT-Bench, parity was maintained, preserv-
ing English capabilities given the predominantly
Chinese training data.

Compared to proprietary models like OpenAI’s
GPT series, GLM-4 demonstrates competitive
or superior performance, surpassing GPT-4-1106-
Preview in the Ape210k and AlignBench bench-
marks, indicating strengths in mathematical reason-
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Table 5: Main Result. All results reported are the highest achieved in zero-shot or few-shot settings and are based
on greedy decoding. The best models are marked in bold and the underline signifies the second best model.

Models #params
Chinese English General

MathUserEval Ape210k Cmath GSM8k MATH Hunga
-rian

AlignBenchMT-Bench
Overall Elementary Advanced Language

GPT-4-1106-Preview (OpenAI, 2023) N/A 5.73 5.07 6.81 84.2 89.3 93.6 53.6 92 8.29 9.32
GPT-4-0613 (OpenAI, 2023) N/A 4.14 3.34 5.33 83.6 86.5 91.4 45.8 68 7.59 9.18
GPT-3.5-Turbo-0613 (OpenAI, 2023) N/A 3.42 3.04 4.07 70.4 76.8 78.2 28.0 41 6.82 8.36
Claude-2 (Anthropic, 2023) N/A 3.29 2.63 4.35 72.8 80.5 88.0 - 55 6.78 8.06
GLM-4 N/A 5.11 4.86 5.43 93.5 89.0 91.8 49.0 75 8.38 8.62

Skywork-13B-Math (Yang et al., 2023b) 13B 2.66 2.75 2.54 74.4 77.3 72.3 17.0 39 5.58 4.12
InternLM2-Chat (Team, 2023) 20B 3.25 3.00 3.68 72.0 80.7 79.6 34.8 48 7.68 8.21
Math-InternLM2 (Team, 2023) 20B 3.17 3.08 3.37 75.2 78.5 82.6 37.7 66 6.53 6.09
Yi-Chat (Yi, 2023) 34B 2.64 2.49 2.87 65.1 77.7 76.0 15.9 39 6.18 6.54
DeepSeek-Chat (DeepSeek-AI et al., 2024) 67B 3.24 2.76 3.84 76.7 80.3 84.1 32.6 58 7.11 8.35
MetaMath (EN) (Yu et al., 2023) 70B - - - - - 82.3 26.0 35 - 4.28
Qwen-Chat (Bai et al., 2023a) 72B 3.87 3.99 3.67 77.1 88.1 76.4 31.8 52 7.29 6.43

ChatGLM3-32B-SFT-2312∗ 32B 3.25 3.03 3.60 78.0 79.8 75.8 29.0 39 7.37 8.05
+ RFT 32B 4.01 3.86 4.26 87.0 85.3 82.4 39.5 58 7.42 8.03
+ RFT, DPO 32B 4.23

+0.98
4.01
+0.98

4.59
+0.99

89.4
+11.4

85.6
+5.8

82.6
+6.8

40.6
+11.6

73
+34.0

7.80
+0.43

8.08
+0.03

Table 6: Ablation Study for 32B model. All results
are fine-tuned from our 32B base model. We selected
Metamath training set as baselines that we consider
comparatively strong. MATHUSEREVAL is scored with
Math-Critique model.

Method
Chinese English

MATHUSEREVAL Ape210k∗ GSM8k MATH∗

Metamath (Yu et al., 2023) 2.80 75.8 77.9 35.6

ChatGLM3-32B-SFT + RFT 3.74 87.0 82.4 39.5
- Real scenarios & Academic 3.29 85.9 74.8 27.6
- Real scenarios 3.29 74.6 77.4 36.0
- Academic 3.72 75.8 81.0 36.2

ChatGLM3-32B-SFT + RFT & DPO 4.37 89.4 82.6 41.0
- Real Scenarios & Academic 4.14 87.8 81.5 37.8

* Ablated experiments are conducted on 500-sample
test subsets.
ing and cross-linguistic generalization.

6.4 Analysis

Ablation of data composition. Table 6 presents
the results of ablation experiments using the Meta-
math (Yu et al., 2023) training set as a base-
line. After applying Critique-RFT, we found that
using only academic datasets resulted in poorer
performance on real-life scenario-based MATH-
USEREVAL and academic test sets compared to
integrating real-life scenario data. Additionally, in-
troducing English data significantly improved per-
formance on English datasets without negatively
impacting Chinese capabilities.

During the Critique-DPO phase, the ablation ex-
periments showed that adding math-specific DPO
data significantly enhances mathematical capabili-
ties compared to using general DPO data. We did
not test the impact of Real scenarios and Academic
data separately, as questions that the model could
solve were removed in previous stages, leaving

1 2 3 4 5 6 7 8 9
Avg Score of all Models
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Figure 3: The Relationship between Different Boosting
Methods and Problem Difficulty. The horizontal axis
displays the average score of MATHUSEREVAL across
24 models (scored by GPT-4-1106-Preview), which we
regard as a representation of problem difficulty. The ver-
tical axis represents the hard-split scores of the models
on these questions.

insufficient data for a complete training session.

Relationship between Different Boosting Meth-
ods and Problem Difficulty. Figure 3 illustrates
the relationship between the average accuracy of
each question in MATHUSEREVAL across all 24
models tested (including some intermediate mod-
els) and the hard-split scores of the four GLM series
models. The average accuracy is considered indica-
tive of the question’s difficulty level. The RFT step
improves performance across almost all difficulty
levels, with the most significant gains for questions
averaging scores between 4 and 6. The DPO step
mainly enhances performance on questions with
average scores between 5 and 7.

Impact on general capabilities. To develop a gen-
eral model with strong mathematical capabilities,
we evaluated our results using Alignbench (Liu
et al., 2023a), showing our model surpasses similar
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Figure 4: Results of Hungarian Exam and Average
Scores of GSM8k and MATH.
Table 7: Evaluation for Math-Critique Model. We re-
port "Acc" as the accuracy of the model in determin-
ing whether an answer is correct, as well as the Pear-
son, Spearman, and Kendall correlation coefficients for
Math-Critique in comparison with human annotations
in a four-category classification.

Model Acc. Pearson Spearman Kendall

GPT-3.5-Turbo 62.1 31.8 33.5 30.1
GPT-4-0613 90.2 80.5 78.1 71.0

Math-Critique-32B 90.5 80.4 77.1 70.2

baselines in Chinese language capabilities and ex-
cels compared to other Chinese mathematical and
general models (Table 5). Using MT-Bench (Zheng
et al., 2023) for English general capabilities, we
found that despite over 90% of our training data
being in Chinese, our model’s English performance
remained largely unaffected.

Effectiveness of Math-Critique. In evaluating
Math-Critique’s effectiveness, we annotated an
800-question test set into four categories and val-
idated it against Chinese high school exams and
MATHUSEREVAL. Empirical experiments showed
that Math-Critique-32B outperformed GPT-3.5-
Turbo in judgment accuracy and correlation with
human annotations, comparable to GPT-4-0613,
as shown in Table 7. More details are shown in
Appendix D.4.

Comparsion with tool-using models. Tool-
using aids in solving difficult math problems, but
fine-tuning on tool-using data harms LLM’s gen-
eral abilities. As shown in Table 8, we tested
similar-sized models using tool or code calls, in-
cluding Mammoth-34B (Yue et al., 2023), Tora-
34B (Gou et al., 2023), and Openmath-34B (Tosh-

Table 8: Performance comparison with tool-using mod-
els. Note that Mammoth-34b, Tora-34b, and Openmath-
34b are trained based on CodeLLaMA-34b.

Model GSM8k MATH MT-Bench

Mammoth-34B (Yue et al., 2023) 72.7 43.6 5.45
Tora-34B (Gou et al., 2023) 80.7 51.0 4.27
Openmath-34B (Toshniwal et al., 2024) 80.7 48.3 2.32
CodeLLaMA-34B (Rozière et al., 2024) 53.3 23.9 6.47

ChatGLM3-32B-SFT-2312 + RFT & DPO 82.6 40.6 8.08

niwal et al., 2024), on GSM8k, MATH, and
mt-bench datasets. Our model significantly sur-
passes these in terms of language capabilities. Al-
though all use CodeLLaMA-34B as the base model,
CodeLLaMA-34B-instruct’s mt-bench score is
6.47, suggesting their lower scores might result
from poor timing in external tool usage, impacting
their general domain response abilities.
Out-Of-Distribution Test. Following the Grok-
1 approach, we evaluated our model’s mathemat-
ical capabilities on the Hungarian national final
exam (Paster, 2023), an OOD dataset with 33 ques-
tions. As shown in Figure 4, human expert evalua-
tion revealed scores of 57 for the 32B RFT model
and 73 for the DPO model. Notably, correct an-
swers in Chinese were scored appropriately, con-
sidering the model’s primary language.
Relationship between RFT and DPO phrase.
While the gains from the DPO phase may seem
smaller than the RFT phase, two main factors ex-
plain this. First, RFT is a simplified version of
DPO, so extensive learning during RFT reduces the
visible improvements in the DPO phase. Second,
by enhancing generalization, DPO significantly
boosts performance on Out Of Domain (OOD) test
sets, like MathUserEval and Hungarian-exam. Ad-
ditionally, DPO consolidates the model’s under-
standing of previously learned problems, ensuring
more accurate responses within its capabilities.

7 Conclusion

In this paper, we present Math-Critique, a method
for evaluating mathematical problem correctness,
and Self-Critique, aimed at enhancing language
models’ mathematical skills without supervision.
Our experiments in English and Chinese show a
32B parameter model achieving state-of-the-art re-
sults among open-source models, surpassing pro-
prietary models like GPT-4-0613 on the MATH-
USEREVAL test set. This approach was key in de-
veloping GLM-4, boosting performance on datasets
such as MATHUSEREVAL, GSM8k, and the Hun-

9740



garian test.

9741



Limitations

Graphic thinking and drawing abilities. Our
purely linguistic model struggles with tasks requir-
ing drawing or understanding images. For instance,
it correctly lists, but cannot accurately draw, a topol-
ogy of numbers requiring divisors in the Hungary
Test. Integrating multimodal input and output com-
ponents could address these issues, which is a di-
rection we plan to explore.

Precision calculation capability. The model may
deviate up to 5% for problems needing multiplica-
tion, division, or exponentiation of numbers with
three or more decimal places, similar to GPT-4
without an integrated code interpreter. This funda-
mental limitation might not be resolved by merely
increasing the model size. Utilizing external com-
putation tools or code interpreters can solve this
problem, though our focus here remains on pure
language models. We aim to tackle these precision
issues in future work.
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Table 9: Math-Critique Example (1)

Question 1/x+x三次方的原函数是多少。

Question
(Translate)

What is the original function of 1/x+x cubed.

Reference 首先，我们可以将 1/x+ x3重新写成 x−1 + x3，然后利用幂函数和多项式函数的求
导原理求出它的原函数。具体来说，我们得到：

∫
(x−1 + x3)dx =

∫
x−1dx+

∫
x3dx = ln |x|+ 1

4
x4 + C,

其中 C 是不定积分常数。因此，1/x+ x3的原函数是 ln |x|+ 1
4x

4 + C。

Reference
(Translate)

First, we can rewrite 1/x+ x3 as x−1 + x3, and then use the derivation principles of power
functions and polynomial functions to find its original function. Specifically, we get:

∫
(x−1 + x3)dx =

∫
x−1dx+

∫
x3dx = ln |x|+ 1

4
x4 + C,

where C is the indefinite integral constant. Therefore, the original function of 1/x+ x3 is
ln |x|+ 1

4x
4 + C.

Model An-
swer by
GLM4

要求函数 f(x) = 1
x + x3 的原函数（不定积分），我们需要分别对这两项进行积

分。 对于 1
x，其原函数是 ln |x|（自然对数）。对于 x3，我们可以利用幂函数的

积分规则，即对于 xn（其中 neq − 1），其原函数是 xn+1

n+1。因此，x3 的原函数是
x4

4 。将这两项的原函数相加，我们得到 f(x)的原函数：

∫ (
1

x
+ x3

)
dx = ln |x|+ x4

4
+ C

其中 C 是积分常数。这个结果表示在定义域内（除了 x = 0 的情况，因为 1
x 在

x = 0处未定义），f(x)的一个原函数。由于 ln |x|在 x = 0处未定义，所以这个
原函数在 x = 0处也是不连续的。

Model
Answer
(Translate)

To find the primitive function (indefinite integral) of the function f(x) = 1
x +x3, we need to

integrate these two terms separately. For 1
x , the original function is ln |x| (natural logarithm).

For x3, we can use the integration rule of the power function, that is, for xn (where neq− 1),
the original function isx

n+1

n+1 . Therefore, the original function of x3 is x4

4 . Adding the original
functions of these two terms, we get the original function of f(x):

∫ (
1

x
+ x3

)
dx = ln |x|+ x4

4
+ C

where C is the integration constant. This result means that within the domain (except for the
case of x = 0, since 1

x is undefined at x = 0), f(x)Aprimitivefunctionof . Since ln |x|
is undefined at x = 0, the original function is also discontinuous at x = 0.

Critique Re-
sult

AI助手的回答非常准确和详细，它正确地解释了如何求解给定函数的原函数。AI助
手首先分别对函数的两部分进行积分，然后将它们的结果相加，得到了原函数。。
因此，我会给它一个高分。评分：[[9]]

Critique
Result
(Translate)

The AI assistant’s answer is very accurate and detailed, and it correctly explains how to
solve the original function of a given function. The AI assistant first integrates the two
parts of the function separately and then adds their results to obtain the original function.
Therefore, I would give it a high score. Rating:[[9]]9746



Table 10: Math-Critique Example (2)

Question 三阶矩阵A有三个特征值0,3,5，对应的特征向量分别为u,v,w，则线性方程组Ax = v + w的通解为？

Question
(Translate)

The third-order matrix A has three eigenvalues 0, 3, and 5, and the corresponding eigenvectors are u, v, and w
respectively. What is the general solution to the linear equation system Ax = v + w?

Reference 给定矩阵A有特征值0,3,5，对应的特征向量为u,v,w。线性方程组Ax = v + w，我们可以写作Au = 0 * u，Av
= 3 * v，和Aw = 5 * w。所以A(1/3*v)=v,A(1/5*w)=w，左右两边相加得A(1/3*v+1/5*w)= v + w。又因为Ax
= v + w，所以1/3 * v + 1/5 * w是Ax = v + w的一个特解，因为Au = 0，所以u是Au = 0的基础解系，因此方
程Ax = v + w的通解是x =ku+ 1/3 * v + 1/5 * w。

Reference
(Translate)

A given matrix A has eigenvalues 0, 3, and 5, and the corresponding eigenvectors are u, v, and w. For the linear
system of equations Ax = v + w, we can write Au = 0 * u, Av = 3 * v, and Aw = 5 * w. So A(1/3*v)=v, A(1/5*w)=w,
adding the left and right sides gives A(1/3*v+1/5*w)= v + w. And because Ax = v + w, 1/3 * v + 1/5 * w is a special
solution of Ax = v + w. Because Au = 0, so u is the basic solution system of Au = 0, so the equation Ax The general
solution of = v + w is x =ku+ 1/3 * v + 1/5 * w.

Model An-
swer by
ChatGLM3-
32B-Math

给定三阶矩阵 A 的三个特征值分别为 0, 3, 5，对应的特征向量分别为 u, v, w。要找线性方程组 Ax =
v + w 的通解，我们可以利用特征值和特征向量的性质。 首先，我们知道 Av = 3v 和 Aw = 5w。因
此，v和 w分别是特征值 3和 5对应的特征向量。线性方程组Ax = v+w可以重写为Ax−v−w = 0。
我们可以将 x写成 x = pu+ qv + rw，其中 p, q, r是待定系数。将 x代入方程 Ax− v −w = 0，我们得
到：

A(pu+ qv + rw)− v − w = 0

...由于 v和w是线性无关的特征向量（因为它们对应不同的特征值），上式成立的唯一可能是 3q−1 = 0
和 5r − 1 = 0。解这两个方程，我们得到 q = 1

3
和 r = 1

5
。因此，方程 Ax = v + w的通解为：

x = pu+
1

3
v +

1

5
w

其中 p是任意实数。所以，通解的形式是：

x = pu+
1

3
v +

1

5
w

这里的 u是特征值 0对应的特征向量，v和 w分别是特征值 3和 5对应的特征向量。p是任意实数，可
以取任何值。

Model
Answer
(Translate)

Given the three eigenvalues of the third-order matrix A are 0, 3, 5, the corresponding eigenvectors are u, v, w. To
find the general solution to a system of linear equations Ax = v + w, we can exploit the properties of eigenvalues
and eigenvectors. First of all, we know Av = 3v and Aw = 5w. Therefore, v and w are the eigenvectors
corresponding to the eigenvalues 3 and 5 respectively. The system of linear equations Ax = v +w can be rewritten
as Ax − v − w = 0. We can write x as x = pu + qv + rw, where p, q, r are the undetermined coefficients.
Substituting x into the equationAx− v − w = 0, we get:

A(pu+ qv + rw)− v − w = 0

... Therefore, the general solution of equation Ax = v + w is:

x = pu+
1

3
v +

1

5
w

Where p is any real number. So, the general solution is in the form:

x = pu+
1

3
v +

1

5
w

Hereu is the eigenvector corresponding to the eigenvalue 0, v and w are the eigenvectors corresponding to the
eigenvalues 3 and 5 respectively. p is any real number and can take on any value.

Critique Re-
sult

AI助手的回答非常详细，它首先解释了如何利用特征值和特征向量的性质来解决这个问题，然后逐步
进行了详细的步骤，包括将方程重写，将x写成待定系数的形式，然后将这些系数代入方程，最后解出
这些系数。这个答案不仅准确，而且深入，提供了详细的解释和步骤，使得读者能够理解如何解决这
个问题。与参考答案相比，AI助手的答案更加详细和深入，因此我认为AI助手的回答质量非常高。评
分：[[9]]。

Critique Re-
sult (Trans-
late)

The AI assistant’s answer is very detailed. It first explains how to use the properties of eigenvalues and eigenvectors
to solve this problem, and then goes through the detailed steps, including rewriting the equation, writing x in the
form of undetermined coefficients, and then converting these The coefficients are substituted into the equation and
finally the coefficients are solved. This answer is not only accurate but also in-depth, providing detailed explanations
and steps so the reader can understand how to solve the problem. Compared with the reference answers, the AI
assistant’s answers are more detailed and in-depth, so I think the quality of the AI assistant’s answers is very high.
Rating: [[9]].
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Table 11: Math-Critique Example (3)

Question 二元一次方程4x-3y=12,当x=0,1,2,3时,y=

Question
(Translate)

Quadratic equation 4x-3y=12, when x=0,1,2,3, y=

Reference 将二元一次方程4x-3y=12改写为y的表达式： 4x-3y=12 -3y = -4x + 12 y =
(4/3)x - 4当x=0时，y=(-4)；当x=1时，y=(4/3)-4=-8/3；当x=2时，y=(8/3)-4=-4/3；
当x=3时，y=(4)-4=0。 因此，当x分别为0、1、2、3时，y的值分别为-4、-8/3、-
4/3和0。

Reference
(Translate)

Rewrite the linear equation 4x-3y=12 into the expression of y: 4x-3y=12 -3y = -4x + 12 y
= (4/3)x - 4 When x= When 0, y=(-4); When x=1, y=(4/3)-4=-8/3; When x=2, y=(8/3)-4
=-4/3; When x=3, y=(4)-4=0. Therefore, when x is 0, 1, 2, and 3 respectively, the values of
y are -4, -8/3, -4/3, and 0 respectively.

Model An-
swer by
Claude-2

*给定二元一次方程:4x - 3y = 12 *将x替换为给定的数值,可以得到y的值: * x = 0代
入方程,得到: -3y = 12, y = -4 * x = 1代入方程,得到: 4 - 3y = 12, -3y = 8, y = -2 * x = 2
代入方程,得到: 8 - 3y = 12, -3y = 4, y = 0 * x = 3代入方程,得到:12 - 3y = 12, -3y = 0, y
= 2 *综上,当x=0,1,2,3时,y依次等于-4,-2,0,2。所以应该填写:-4,-2,0,2。

Model
Answer
(Translate)

* Given a linear equation of two variables: 4x - 3y = 12 * Replace x with the given value,
you can get the value of y: * x = 0 Substitute into the equation, you get: -3y = 12, y = - 4 * x
= 1 Substituting into the equation, we get: 4 - 3y = 12, -3y = 8, y = -2 * x = 2 Substituting
into the equation, we get: 8 - 3y = 12, -3y = 4, y = 0 * x = 3 Substituting into the equation,
we get: 12 - 3y = 12, -3y = 0, y = 2 * In summary, when x=0,1,2,3, y is equal to -4 in turn
,-2,0,2. So you should fill in:-4,-2,0,2.

Critique Re-
sult

AI助手的回答在计算过程中出现了错误。当x=1时，AI助手错误地计算出y=-2，而
实际上应该是y=-8/3。同样，当x=3时，AI助手错误地计算出y=2，而实际上应该
是y=0。因此，AI助手的回答在准确性和深度上都存在问题。然而，AI助手的回答
在结构和详细程度上是正确的，它详细地解释了如何计算y的值，并给出了每个x值
对应的y值。总的来说，AI助手的回答虽然有一些错误，但是仍然提供了一些有用
的信息。因此，我会给AI助手的回答打分为3。评分：[[3]]

Critique
Result
(Translate)

There was an error in the calculation process of the AI assistant’s answer. When x=1, the AI
assistant incorrectly calculates y=-2, when it should actually be y=-8/3. Likewise, when x=3,
the AI assistant incorrectly calculates y=2, when it should actually be y=0. Therefore, the
AI assistant’s answers have problems with accuracy and depth. However, the AI assistant’s
answer is correct in structure and level of detail. It explains in detail how to calculate the
value of y and gives the corresponding y value for each x value. Overall, although the
AI assistant’s answers contained some errors, they still provided some useful information.
Therefore, I would rate the AI assistant’s answer a 3. Rating: [[3]]
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from the standard answers, specifically regarding
fraction expression and the selection of unknown
variables. These differences are equivalent, yet
traditional evaluation methods struggle to judge
them accurately. However, Math-Critique correctly
scored these two examples and provided reasonable
evaluations.

In the example from Table 11, the model made a
mistake in the calculation process. Math-Critique
accurately pinpointed the error location, and since
the model correctly solved a part of the problem,
Math-Critique awarded a score of 3 points.

A.2 Case Study of Mathematical Models
Here are a few comparisons between ChatGLM3-
32B-Math(ChatGLM3-32B-SFT-2312 +
RFT&DPO) and other models. In the exam-
ple from Table 12, the problem is a math question
of Chinese junior high school difficulty. During the
solution process by GPT-4-0613, an error occurred
in solving the equation. ChatGLM3-32B-SFT-
2312 did not correctly understand the question.
ChatGLM3-32B-Math correctly listed the equation
and accurately solved it using the factorization
method.

In the example from Table 13, both GPT-4-0613
and ChatGLM3-32B-Math provided the correct an-
swers, but the difference lies in that ChatGLM3-
32B-Math offered a very detailed derivation pro-
cess. We believe that detailed derivation aids in
understanding for users and helps prevent errors
that may occur during the model’s step-skipping.

In the example from Table 14, originating from
the Hungry Test, ChatGLM3-32B-Math correctly
conducted the analysis and provided the solution.
In contrast, Qwen-Max, despite being accurate in
most processes, made a simplification error in the
expressions for S6 and S7, leading to an incorrect
result despite precise calculations.

A.3 Case Study of Errors
In the first error example shown in Table 15,
ChatGLM3-32B-Math correctly listed the matrix
equations but made a mistake in transferring terms
during the complex calculation process. This led
to an incorrect solution despite the overall process
being correct.

In the second example shown in Table 16, the
question includes an image. This question origi-
nates from MATH, and although the image is pro-
vided in Asymptote code, the language model still
struggles to understand the meaning of the image.

[Instruction]
请你扮演⼀名评审，对⼈⼯智能助⼿对数学问题⽣成的回答进⾏评分。你的评价需要优先考虑最终答案的正确性，其次关
注解题步骤每⼀步的正确性，并严格按照下⾯的评分标准进⾏评分：
1)分数：1~2， 标准：最终答案完全错误，并且解答过程中错误出现很早，即解答刚开始便出现明显错误。
2)分数：3~5， 标准：最终答案错误，且解题过程前半部分正确，但后半部分中出现错误。
3)分数：6~8， 标准：最终答案正确，但中间步骤出现部分错误。
4)分数：9~10， 标准：最终答案完全正确，且解题步骤完全正确。
我会提供⼀段参考答案和⼈⼯智能助⼿的答案，请你以参考答案为基础对⼈⼯智能助⼿的答案尽可能客观地评价。请你输
出 1) ⾸先提供⼀段简短的解释，⽤来评价⼈⼯智能助⼿回答的质量，如有最终答案错误或者步骤错误，请指出并简单解
释；2) 然后给出评估分数，必须严格按照以下格式进⾏评分：\"[[rating]]\"，例如：\"评分:[[4]]\".
[Question]
设X服从泊松分布P(λ)，且E[(X-1)(X-2)]=1，则λ等于？
[The Start of Reference Answer]
⾸先我们需要知道泊松分布的期望是λ，⽅差是λ。由题意，E[(X-1)(X-2)]=1，所以 E[(X-1)(X-2)]=E[X^2]-3E[X]+2=1
DX=EX^2-EX^2
EX^2=λ+λ^2
解这个⽅程我们可以得到λ=1
[The End of Reference Answer]
[The Start of Assistant's Answer]
设随机变量X服从泊松分布P(λ)，我们知道泊松分布的期望值E[X]等于λ，⽅差Var[X]也等于λ。
根据题⽬条件，我们有：
E[(X-1)(X-2)] = 1
因为X服从泊松分布，我们可以利⽤⼆项式定理展开 (X-1)(X-2)，然后将其与期望值相乘以找到λ。
(X-1)(X-2) = X^2 - 3X + 2
展开后得到：
E[X^2 - 3X + 2] = 1
我们知道E[X^2] = Var[X] + (E[X])^2，且E[X] = λ。因此，我们可以将E[X^2]替换为λ^2 + λ，并且知道E[X] = λ。
所以，我们有：
λ^2 + λ - 3λ + 2 = 1
解这个⽅程得到 λ = 1。
所以，λ的值为1。
[The End of Assistant's Answer]

Math-Critique Prompt Template

Figure 5: Prompt Template with an example for Math-
Critique Model.

This demonstrates a deficiency in our model’s abil-
ity to process images. In fact, within the MATH test
set, for questions that include images, our model’s
accuracy rate is only 23%, significantly lower than
the 40% accuracy rate across the entire dataset.

In the third example shown in Table 17, we can
observe certain deficiencies in the computational
accuracy of the language model. In the first column
of the table, the model correctly calculates the mul-
tiplication of integers and a single decimal. Still,
in the second column, when calculating 424*1.06,
the model incurred an error of approximately 0.2%.
This error led to subsequent calculations being in-
correct due to the accumulation of errors.

B Prompt Template

In Figure 5, we present the Chinese version exam-
ple of the prompts utilized by Math-Critique and
the corresponding English translations. In practical
application, we employ the Chinese version of the
prompts for all inquiries.

C Evaluation Settings

C.1 Evaluation Settings for Academic
Datasets

Given our focus on evaluating zero-shot capabili-
ties, traditional methods of answer verification fail
to provide accurate assessments. Consequently,
we have adapted our evaluation methodology as
follows:

1. Extract the final sentence of the response (de-
marcated by a double newline character) or
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Table 12: ChatGLM3-32B-Math Example (1)

Question 已知一个两位数的十位数字比个位数字大 2，两位数字的积比这个两位数小34，求这个两位数。

Question
(Translate)

Given a two-digit number where the tens digit is 2 greater than the units digit, and the product of the digits is 34 less
than the number itself, find this two-digit number.

Reference 设这个两位数为10x+y（x表示十位数，y表示个位数），根据题意可得：（1）x = y + 2（十位数比个位
数大2）（2）xy = 10x+y - 34（两位数字的积比这个两位数小34）将（1）式代入（2）式得到：(y+2)y =
10(y+2)+y-34整理得到 y2 + 2y = 11y + 20 − 34，整理得 y2 − 9y + 14 = 0，解方程得到 y=7或 y=2.所
以x=7+2=9或x=2+2=4所以这个数为97或者42.答案：97或42。

Reference
(Translate)

Let the two-digit number be 10x+ y (where x is the tens digit and y is the units digit). According to the problem:
(1) x = y + 2 (the tens digit is 2 greater than the units digit) (2) xy = 10x+ y − 34 (the product of the digits is
34 less than the number itself). Substituting (1) into (2) gives: (y + 2)y = 10(y + 2) + y − 34, which simplifies
to y2 + 2y = 11y + 20− 34, and further simplifies to y2 − 9y + 14 = 0. Solving the equation yields y = 7 or
y = 2. Thus, x = 7 + 2 = 9 or x = 2 + 2 = 4, making the number 97 or 42. Answer: 97 or 42.

GPT-4-
0613

设这个两位数为10x+y，其中x为十位数，y为个位数。根据题意，我们有以下两个方程：x = y + 2（十位
数字比个位数字大2）xy = 10x + y - 34（两位数字的积比这个两位数小34）将第一个方程代入第二个方
程，我们得到：(y + 2)y = 10(y + 2) + y - 34解这个方程，我们得到y = 4。将y = 4代入第一个方程，我们得
到x = 6。所以，这个两位数是64。

GPT-
4-0613
(Translate)

Let the two-digit number be 10x+ y, where x is the tens digit and y is the units digit. According to the problem,
we have two equations: x = y + 2 (the tens digit is 2 greater than the units digit) and xy = 10x + y − 34 (the
product of the digits is 34 less than the number itself). Substituting the first equation into the second, we get:
(y+2)y = 10(y+2)+ y− 34. Solving this equation yields y = 4. Substituting y = 4 back into the first equation
gives x = 6. Therefore, the two-digit number is 64.

ChatGLM3-
32B-SFT

设这个两位数为 10a + b，其中 a是十位数字，b是个位数字。根据题意，我们有以下两个条件：1. 十
位数字比个位数字大 2，即 a = b + 2 2. 两位数字的积比这个两位数小 34，即 ab < 10a + b − 34 现
在我们来解这个两个方程。从第一个条件，我们得到 a = b + 2。将 a 替换进第二个条件中，我们得
到：b(b+ 2) < 10(b+ 2)− 34展开并简化这个不等式：b2 + 2b < 10b+ 20− 34 b2 + 2b < 7b− 14移项
得到：b2 − 5b+ 14 < 0这是一个一元二次不等式，我们可以求解这个不等式得到 b的范围。因式分解得
到：(b − 1)(b − 14) < 0根据一元二次不等式的性质，我们知道 b应该在两个根之间，即：1 < b < 14
但是由于 a = b + 2，且 a 是一个十位数（即 1 ≤ a ≤ 9），所以 b 必须小于 9。因此 b 的可能取值为
2, 3, 4, 5, 6, 7, 8。现在我们来检查 b的每一个值，并找出对应的 a和两位数。当 b = 2时，a = 0，这不满
足 a为十位数的要求；当 b = 3时，a = 1，这也不满足 a为十位数的要求；...当 b = 7时，a = 5，这满
足要求，并且 a和 b的积是 35，确实比 35小 34，满足题目的要求。所以这个两位数是 57。

ChatGLM3-
32B-SFT
(Translate)

Let the two-digit number be 10a+ b, where a is the tens digit and b is the units digit. According to the problem, we
have two conditions: 1. The tens digit is 2 greater than the units digit, i.e., a = b+ 2 2. The product of the digits is
34 less than the number itself, i.e., ab < 10a+ b− 34 Now let’s solve these two equations. From the first condition,
we get a = b+ 2. Substituting a into the second condition, we get: b(b+ 2) < 10(b+ 2)− 34 Expanding and
simplifying this inequality gives: b2+2b < 10b+20−34 b2+2b < 7b−14 Rearranging gives: b2−5b+14 < 0
This is a quadratic inequality, which we can solve to find the range for b. Factoring gives: (b − 1)(b − 14) < 0
According to the properties of quadratic inequalities, we know b should be between the two roots, i.e., 1 < b < 14.
However, since a = b+ 2 and a is a tens digit (1 ≤ a ≤ 9), b must be less than 9. Thus, the possible values for b
are 2, 3, 4, 5, 6, 7, 8. Now we check each value of b to find the corresponding a and the two-digit number. When
b = 2, a = 0, which does not meet the requirement for a to be a tens digit; when b = 3, a = 1, which also does not
meet the requirement; ... when b = 7, a = 5, which meets the requirement, and the product of a and b is 35, indeed
less than 35 by 34, meeting the problem’s requirement. Therefore, the two-digit number is 57.

ChatGLM3-
32B-Math

设这个两位数为 10a + b，其中 a是十位数字，b是个位数字。根据题目条件，我们有以下两个方程：1.
十位数字比个位数字大 2，即 a = b+ 2。2. 两位数字的积比这个两位数小 34，即 ab = (10a+ b)− 34。
我们可以用第一个方程代入第二个方程来解这个问题。将 a = b+ 2代入第二个方程，得到：b(b+ 2) =
10(b + 2) + b − 34展开并简化：b2 + 2b = 10b + 20 + b − 34 b2 + 2b = 11b − 14移项得到一个二次方
程：b2−9b+14 = 0这是一个二次方程，我们可以通过分解因式来解它：(b−7)(b−2) = 0所以，b的值
可以是 7或者 2。如果 b = 7，则 a = b+ 2 = 9，所以这个两位数是 97。如果 b = 2，则 a = b+ 2 = 4，
所以这个两位数是 42。因此，这个两位数是 42或 97。

ChatGLM3-
32B-Math
(Translate)

Let the two-digit number be 10a+ b, where a is the tens digit and b is the units digit. According to the problem
conditions, we have two equations: 1. The tens digit is 2 greater than the units digit, i.e., a = b+ 2. 2. The product
of the digits is 34 less than the number itself, i.e., ab = (10a+ b)− 34. We can solve this problem by substituting
the first equation into the second. Doing so gives: b(b+2) = 10(b+2)+ b− 34 Expanding and simplifying yields:
b2 + 2b = 10b+ 20+ b− 34 b2 + 2b = 11b− 14 Rearranging into a quadratic equation gives: b2 − 9b+ 14 = 0
This quadratic equation can be solved by factoring: (b− 7)(b− 2) = 0 Thus, b can be either 7 or 2. If b = 7, then
a = b+ 2 = 9, making the two-digit number 97. If b = 2, then a = b+ 2 = 4, making the two-digit number 42.
Therefore, the two-digit number could be either 42 or 97.
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Table 13: ChatGLM3-32B-Math Example (2)

Question 两个相互独立的事件A，B都不发生的概率为1/9，A发生而B不发生的概率与A不发生B发生的概率相等，
则P(A)等于？

Question
(Translate)

Given two independent events A and B, where the probability of neither A nor B occurring is 1/9, and the probability
of A occurring without B equals the probability of B occurring without A, what is P(A)?

Reference 由题意的：P (AB̄) = P (BĀ),即P(A)(1-P(B))=P(B)(1-P(A))所以P(A)=P(B)又P (ĀB̄) = 1
9
所以P (Ā) = 1

3

所以P (A) = 2
3

Reference
(Translate)

From the problem statement: P(A and not B) = P(B and not A), i.e., P(A)(1-P(B)) = P(B)(1-P(A)). Thus, P(A) =
P(B). Also, P(neither A nor B) = 1/9. Therefore, P(not A) = 1/3, leading to P(A) = 2/3.

GPT-4-
0613

设A发生的概率为p，B发生的概率为q，则A，B都不发生的概率为(1-p)(1-q)=1/9，A发生而B不发生的
概率为p(1-q)，A不发生B发生的概率为(1-p)q。由题意知，p(1-q)=(1-p)q，解得p=q。 将p=q代入(1-p)(1-
q)=1/9，得(1− p)2 = 1/9，解得p=2/3或p=-1/3。由于概率不能为负，所以p=2/3，即P(A)=2/3。

GPT-
4-0613
(Translate)

Let the probability of A occurring be p, and the probability of B occurring be q. Then, the probability of neither A
nor B occurring is (1-p)(1-q) = 1/9. The probability of A occurring without B is p(1-q), and the probability of B
occurring without A is (1-p)q. From the problem, p(1-q) = (1-p)q, leading to p = q. Substituting p = q into (1-p)(1-q)
= 1/9 gives (1− p)2 = 1/9, resulting in p = 2/3 or p = -1/3. Since probability cannot be negative, p = 2/3, i.e., P(A)
= 2/3.

ChatGLM3-
32B-SFT

设事件A发生的概率为P(A)，事件B发生的概率为P(B)。已知A和B相互独立，那么事件A不发生而B发生
的概率为P(B)(1-P(A))，事件A发生而B不发生的概率为P(A)(1-P(B))。根据题目条件，A发生而B不发生的
概率与A不发生B发生的概率相等，即： P(A)(1-P(B)) = P(B)(1-P(A))由于A和B相互独立，我们可以将上
式简化为： P(A) - P(A)P(B) = P(B) - P(B)P(A)由于A和B的概率都是非负的，上式意味着P(A) = P(B)。但
独立事件的概率相等并不一定意味着A和B是同一个事件，因为它们可以有相同的或不同的概率但独立性
保持不变。现在，我们知道了两个事件独立，且都不发生的概率为1/9。这意味着： P(A) * P(B) = 1/9由
于P(A) = P(B)，我们可以将这个等式写成： P (A)2 = 1/9因为P(A)是概率，所以它必须在0和1之间。唯
一满足这个等式的概率值是： P (A) = æ(1/9) = 1/3因此，P(A) = 1/3。既然P(A) = P(B)，那么P(B)也等
于1/3。

ChatGLM3-
32B-Math

设事件A发生的概率为P(A)，事件B发生的概率为P(B)。根据题意，我们可以列出以下关系： 1. 事件A和
事件B都不发生的概率为1/9，即：

P (A不发生且B不发生) = P (A不发生)× P (B不发生) = (1− P (A))× (1− P (B)) =
1

9

2. 事件A发生而事件B不发生的概率与事件A不发生而事件B发生的概率相等，即：

P (A发生且B不发生) = P (A不发生且B发生)

根据概率的性质，我们有：

P (A发生且B不发生) = P (A)× (1− P (B))

P (A不发生且B发生) = (1− P (A))× P (B)

由于这两个概率相等，我们可以得到：

P (A)× (1− P (B)) = (1− P (A))× P (B)

现在我们有两个方程： 1. (1− P (A))× (1− P (B)) = 1
9

2. P (A)× (1− P (B)) = (1− P (A))× P (B)我

们可以通过这两个方程来解出P(A)和P(B)的值。首先，从第二个方程中我们可以得到：

P (A)− P (A)× P (B) = P (B)− P (A)× P (B)

P (A) = P (B)

这意味着事件A和事件B发生的概率相等。现在，我们用这个结论来解第一个方程：

(1− P (A))× (1− P (A)) =
1

9

(1− P (A))2 =
1

9

取平方根得到：

1− P (A) =
1

3
或 1− P (A) = −1

3

由于概率值不能为负，我们只取正值：

1− P (A) =
1

3

P (A) =
2

3

所以，事件A发生的概率P(A)等于2/3。
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Table 14: ChatGLM3-32B-Math Example (3)

Question The first term of an arithmetic sequence is 18. The sum of the first six terms of the sequence
is equal to the sum of the first seven terms.Show that the sum of the first 13 terms of the
sequence is 0 and calculate the 13th term of the sequence.

Reference If the sum of the first six terms of a sequence is equal to the sum of the first seven terms
then the seventh term must be 0. Let d be the common difference of the sequence. Now 18 +
6d = 0 and so d = -3. a13 = 18 + 12*(-3) = -18

ChatGLM3-
32B-Math

Let’s denote the common difference of the arithmetic sequence as d. The formula for the
n-th term of an arithmetic sequence is an = a1 + (n− 1)d, where a1 is the first term and n
is the term number.
Given that the first term a1 = 18, the formula for the n-th term becomes an = 18+(n−1)d.
The sum Sn of the first n terms of an arithmetic sequence is given by the formula Sn =
n
2 [2a1 + (n− 1)d].
According to the problem, the sum of the first six terms (S6) is equal to the sum of the first
seven terms (S7). We can write this relationship as:
S6 = S7
6
2 [2 · 18 + (6− 1)d] = 7

2 [2 · 18 + (7− 1)d]
3[36 + 5d] = 7

2 [36 + 6d]
108 + 15d = 7

2 · 36 + 7
2 · 6d

108 + 15d = 126 + 21d
Now, we solve for d:
15d− 21d = 126− 108
−6d = 18
d = −3
Now that we have the common difference d = −3, we can find the 13th term a13:
a13 = 18 + (13− 1) · (−3)
a13 = 18− 12 · 3
a13 = 18− 36
a13 = −18
Now, let’s find the sum of the first 13 terms S13 using the formula:
S13 =

13
2 [2 · 18 + (13− 1) · (−3)]

S13 =
13
2 [36− 12 · 3]

S13 =
13
2 [36− 36]

S13 =
13
2 · 0

S13 = 0
So, the sum of the first 13 terms of the sequence is indeed 0, and we’ve also calculated that
the 13th term of the sequence is −18.
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Table 15: ChatGLM3-32B-Math Error Case (1)

Question The matrices 


2 a

−3 −1


 and



− 1

16 b

3
16

1
8




are inverses. Enter the ordered pair (a, b).

Reference (6,−3
8)

ChatGLM3-
32B-Math

Two matrices are inverses if their product is the identity matrix. The identity matrix for a
2x2 matrix is 


1 0

0 1


 .

So, we need to find the values of a and b such that



2 a

−3 −1






− 1

16 b

3
16

1
8


 =



1 0

0 1


 .

We can calculate the product as follows:



2 a

−3 −1






− 1

16 b

3
16

1
8


 =




2(− 1
16) + a( 3

16) 2b+ a(18)

−3(− 1
16)− 1( 3

16) −3b− 1(18)


 .

This gives us the equations 2(− 1
16) + a( 3

16) = 1,
2b+ a(18) = 0,
−3(− 1

16)− 1( 3
16) = 0

−3b− 1(18) = 1
Simplifying, we get −1

8 + 3a
16 = 1,

2b+ a
8 = 0,

3
16 − 3

16 = 0,
−3b− 1

8 = 1.
From the third equation, we have a

8 = 2b. Multiplying both sides by 8, we get a = 16b.
Substituting into the first equation, we get

−1

8
+

3(16b)

16
= 1,

which simplifies to 3b = 5
8 . Therefore, b = 5

24 .
Substituting into the second equation, we get

2(
5

24
) +

16b

8
= 0,

which simplifies to b = − 5
16 . This is consistent with our previous calculation, so b = 5

24 is
the correct value.
Finally, substituting into the fourth equation, we get

−3(
5

24
)− 1

8
= 1,

which simplifies to a = 1
16 .

Therefore, (a, b) =
(

1

16
,
5

24

)
.
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Table 16: ChatGLM3-32B-Math Error Case (2)

Question n the graph below, each grid line counts as one unit. The line shown below passes through
the point (1001, n) (not shown on graph). Find n.

x

y

(note: the graph was written in Asymptote code in original question)

Reference 575

ChatGLM3-
32B-Math

The line passes through the point (1001, n), which means that when x = 1001, y = n.
We can find the slope of the line by looking at the change in y divided by the change in x
between two points on the line.
If we consider the point (999, 7) and the point (1001, n), the change in x is 1001− 999 = 2
and the change in y is n− 7.
Since the line passes through the point (1001, n), we can say that the slope of the line is
n−7
2 .

We know that the line also passes through the point (0,−2.71), so we can use this point
to find the slope of the line. The change in x is 0 − (−10) = 10 and the change in y is
−2.71− (−7) = 4.29.
Now we can set the two slopes equal to each other and solve for n:

n− 7

2
=

4.29

10

Cross multiplying gives:
10(n− 7) = 2 · 4.29

10n− 70 = 8.58

Adding 70 to both sides gives:

10n = 78.58

Finally, dividing both sides by 10 gives:

n = 7.858

But since the grid lines count as one unit, we need to round n to the nearest whole number.
7.858 is closer to 8 than it is to 7, so n = 8 .
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Table 17: ChatGLM3-32B-Math Error Case (3)

Question In the year 2018 factory A produced goods worth 500 million forints, while factory B
produced goods worth 400 million forints. According to their long-term plans, factory A
will increase production by 5% each year, while factory B will increase production by 6%
per year.
The above plans were published on an economy website. A debate started in the comment
section of the article: one user claimed that the difference between the volumes of production
between the two factories would get smaller and smaller in the next couple of years.
Calculate the missing values of the table below and show that the above claim is not true.
| Year | Production volume of factory A (million Ft) | Production volume of factory B (million
Ft) |
|——|——————————————–|———————————————|
| 2018 | 500 | 400 |
| 2019 | | |
| 2020 | | |
| 2021 | | |

Reference | Year | Production volume of factory A (million Ft) | Production volume of factory B (million
Ft) |
|——|——————————————–|———————————————|
| 2018 | 500 | 400 |
| 2019 | 525 | 424 |
| 2020 | 551.3 | 449.4 |
| 2021 | 578.8 | 476.4 |
The difference between the production values in the given years:
525 – 424 = 101,
551.3 – 449.4 = 101.9 and
578.8 – 476.4 = 102.4 (million forints).
As the difference between the production values is increasing (in the period in question), the
statement is, in fact, false.

ChatGLM3-
32B-Math

To calculate the production volumes for the years 2019, 2020, and 2021, we will apply the
percentage increases to the production of each factory.
For Factory A: - 2018 production: 500 million Ft - 5
For Factory B: - 2018 production: 400 million Ft - 6
Let’s fill in the table:
| Year | Production volume of factory A (million Ft) | Production volume of factory B (million
Ft) |
|——|——————————————–|———————————————|
| 2018 | 500 | 400 |
| 2019 | 500 * 1.05 = 525 | 400 * 1.06 = 424 |
| 2020 | 525 * 1.05 = 551.25 | 424 * 1.06 = 448.24 |
| 2021 | 551.25 * 1.05 = 578.96 | 448.24 * 1.06 = 475.92 |
Now, let’s analyze the data. The difference in production between the two factories in 2018
was 100 million Ft (500 million - 400 million).
- In 2019, the difference is 21 million Ft (525 million - 424 million). - In 2020, the difference
is 23.31 million Ft (551.25 million - 448.24 million). - In 2021, the difference is 23.94
million Ft (578.96 million - 475.92 million).
The difference is not getting smaller; in fact, it is increasing slightly each year. This is
because the rate of increase for Factory A (5%) is lower than the rate for Factory B (6%).
The claim made in the debate that the difference would get smaller and smaller is not true
based on these figures.
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prompt the model with "Therefore, the answer
is".

2. For numeric standard answers, the response
undergoes the following recognition process:
fractions or decimals in LaTeX format, and
regular fractions, decimals, or integers. We
compute the numerical result and compare it
with the standard answer. A discrepancy less
than (1e-6) is deemed correct.

3. For standard answers that are strings (exclu-
sive to the MATH dataset): identify the con-
tent following "xxx is" or an equality sign,
or within boxed{}. The evaluation considers
whether the normalized strings match.

For the English datasets GSM8k and MATH, our
principle for selecting results is as follows:

1. If the model itself reports results on these two
datasets, we choose the higher of either the
zero-shot or few-shot results.

2. If the model does not report its results, we
utilize the results reported by OpenCompass,
again selecting the higher of the zero-shot or
few-shot outcomes. This applies to models
such as GPT-4-0613, GPT-3.5-Turbo-0613,
Yi-6B-Chat, and Qwen-Chat-7B. Should there
be any omissions from the above sources, re-
sults will not be reported.

For the Hungarian Exam results, we had anno-
tators score them according to a grading standard,
which is referenced from (Paster, 2023). It’s noted
that the reported results actually sum the scores
of all questions, making the total score effectively
117. To align with the reported results, we adopted
this scoring method as well.

With reproducibility in mind, all our results were
obtained using a sampling temperature of 0 and
setting the max-seq-length to 4096.

C.2 Evaluation Settings for 2023 Hungarian
national high school finals in mathematics

For the Hungarian national high school finals in
mathematics, we submit the model’s answers to
annotators for marking. For results of models not
listed in (Paster, 2023), we score them based on the
answers provided in (Paster, 2023) according to the
scoring points. We sum the scores of all questions
to present a total score. All annotations are carried

out by two annotators; in case of inconsistency, a
third annotator decides.

Considering the general situation of multiple
models, we do not restrict the language used by
the language models to answer the questions. Any
language used to correctly answer is considered
correct. Additionally, since most questions do not
restrict the form of the answer, we stipulate that
answers are deemed correct as long as they retain
more than one decimal place accurately or are pro-
vided in fraction form.

D Additional Results

D.1 Subcategory Results of MathUserEval

In Table 18, we display the results for all sub-
sets of MathUserEval. The reported results were
evaluated by GPT-4-1106-Preview, with the eval-
uation method consistent with AlignBench. It is
noted that GPT-4-0125-Preview and GPT-4-1106-
Preview still occupy the leading positions. Ex-
cept for Probability, the GLM4 model’s total score
and individual scores surpassed GPT-4-0613. Our
GLM-Math-32B w/ DPO model performed excep-
tionally well in the Elementary category, exceed-
ing GPT-4-0613, but a significant gap remains in
Advanced mathematics. Our Self-Critique train-
ing method showed significant progress in Math-
UserEval, with an overall improvement of 24%.

D.2 Subcategory Results of Alignbench (Liu
et al., 2023a)

Table 19 reports detailed results from the language
capability subsection of AlignBench. Within this,
we present the scores of our four models and have
tested the results for Qwen-72B-Chat (Bai et al.,
2023a), Claude-2 (Anthropic, 2023), and Yi-34B-
Chat (Yi, 2023). Additional results are derived
from the AlignBench paper, and the results for
DeepSeek are taken from its report (DeepSeek-AI
et al., 2024).

D.3 Additional Language Abilities

The paper utilized Alignbench and MTbench as rep-
resentative general capability test sets for Chinese
and English. These are among the most important
general capability test sets for both languages. We
further supplemented our analysis with tests on
MMLU, Ceval, CMMLU, and ARC, famous lan-
guage abilities evaluation benchmarks in Table 20,
confirming no significant decline in our method
across a broader range of general capability tests.
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Table 18: Math-User-Result Result, GPT-4-1106-Preview-rated. All results were scored by GPT-4-1106-Preview,
with the scoring method consistent with AlignBench. All Overall scores were calculated using the macro-average.

Model Overall
Elementary Advanced

Avg algebra calculate geo. tri. Avg calculus discrete linear. Prob.

GPT-4-0125-Preview (OpenAI, 2023) 5.79 5.26 5.04 7.63 3.98 4.59 6.71 7.26 6.62 5.48 7.72
GPT-4-1106-Preview (OpenAI, 2023) 5.73 5.07 4.96 7.00 3.78 4.71 6.81 7.39 6.96 5.29 7.91
GLM-4 5.11 4.86 4.47 6.56 3.95 4.74 5.43 6.00 5.67 4.26 6.02
ChatGLM3-32B-SFT-2312 + RFT&DPO 4.23 4.01 3.88 5.41 2.90 3.99 4.59 5.22 4.76 3.38 5.20
GPT-4-0613 (OpenAI, 2023) 4.14 3.34 2.88 4.76 3.17 2.78 5.33 5.57 5.49 4.26 6.22
ChatGLM3-32B-SFT-2312 + RFT 4.01 3.86 3.84 5.37 2.57 3.77 4.26 4.72 4.69 2.98 4.89
Qwen-72B-Chat (Bai et al., 2023a) 3.87 3.99 3.96 4.81 3.83 3.34 3.67 4.54 3.71 2.84 3.65
GPT-3.5-Turbo-0613 (OpenAI, 2023) 3.42 3.04 2.81 4.07 2.23 3.26 4.07 4.83 4.38 3.26 3.91
ChatGLM3-32B-SFT-2312 3.39 3.35 3.35 4.51 2.51 3.11 3.44 4.04 4.38 2.41 3.13
Claude-2 (Anthropic, 2023) 3.29 2.63 2.35 3.63 2.20 2.53 4.35 4.56 4.53 3.29 5.28
DeepSeek-Chat-67B (DeepSeek-AI et al., 2024) 3.24 2.76 2.21 4.73 2.12 2.30 3.84 4.41 4.82 2.79 3.52
Yi-34B-Chat (Yi, 2023) 2.64 2.49 2.04 3.61 2.25 2.27 2.87 2.80 3.47 2.03 3.41

Table 19: Results of Alignbench (Liu et al., 2023a), Language Part.

Model
Language

Avg. Fund. Chi. Open. Writ. Role. Pro.

GPT-4-1106-Preview (OpenAI, 2023) 8.29 7.99 7.33 8.61 8.67 8.47 8.65
ChatGLM3-32B-SFT-2312 + RFT&DPO 7.80 7.14 6.90 8.37 8.41 8.09 7.90
GPT-4-0613 (OpenAI, 2023) 7.59 7.81 6.93 7.42 7.93 7.51 7.94
ChatGLM3-32B-SFT-2312 + RFT 7.43 6.37 6.95 8.03 7.71 7.97 7.54
ChatGLM3-32B-SFT-2312 7.38 6.84 7.02 8.08 7.37 7.70 7.27
Qwen-72B-Chat (Bai et al., 2023a) 7.29 6.63 7.31 7.24 7.29 7.59 7.71
DeepSeek-67B-Chat (DeepSeek-AI et al., 2024) 7.11 7.12 6.52 7.58 7.20 6.91 7.37
GPT-3.5-Turbo-0613 (OpenAI, 2023) 6.82 6.71 5.81 7.29 7.03 7.28 6.77
Claude-2 (Anthropic, 2023) 6.78 6.87 6.24 7.08 6.36 6.85 7.31
Yi-34B-Chat (Yi, 2023) 6.18 4.32 6.05 7.37 6.00 6.30 7.06

1 The ChatGLM3-32B-SFT-2312 is a newer version of the ChatGLM series and not identical
to the model discussed in (Hou et al., 2024), despite sharing the same model size.

Table 20: Performance comparison across different language abilities evaluation datasets.

MMLU CEVAL CMMLU ARC-E ARC-C

ChatGLM3-32B-SFT-2312 0.593 0.602 0.656 0.914 0.777
ChatGLM3-32B-SFT-2312 + RFT 0.659 0.751 0.793 0.974 0.924
ChatGLM3-32B-SFT-2312 + RFT & DPO 0.665 0.769 0.793 0.974 0.922

Notably, all additional training data we incorpo-
rated were math-related, with over 90% being in
Chinese. Hence, maintaining the English general
capability performance in MTbench was in line
with our objectives, as we did not claim our model
to be the superior English language model, nor
were we certain of language ability enhancement
without relevant data addition.

Regarding mathematical capabilities, our RFT
and DPO versions outperformed Qwen-math in all
but one math test set, Cmath, and showed an aver-

age improvement of +9.4% and +16.4% across all
math benchmarks. Specifically, within the Math-
UserEval categories, we surpassed Qwen-math in
6 out of 8 categories. Additionally, our model is
only half the size of Qwen-math.

D.4 Effectiveness of Math-Critique

During the manual annotation process, we col-
lected a test set of 800 questions, manually marked
for correctness and procedures, forming a four-
category test set. The output results of Math-
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Critique were mapped to these four categories as
per the instructructions.

We validated the effectiveness of Math-Critique
through empirical experiments with two evaluation
methods: the accuracy of directly scoring to judge
correct/incorrect results and the accuracy of judg-
ing our defined four categories. Test sets were ex-
tracted from Chinese junior and senior high school
exam questions and MATHUSEREVAL, with ex-
perts annotated correct judgments.

The results in Table 7 indicate that our Math-
Critique-32B model significantly surpasses GPT-
3.5-Turbo in both judgment accuracy and correla-
tion coefficients compared to human annotations
and is essentially on par with GPT-4-0613.

D.5 Comparison of Self-improvement
Algorithms

To better compare different self-improvement al-
gorithms, we conducted experiments using the
LLaMA3-8B-instruct model as the baseline. We
sampled the same training data size for the STAR
method and our approach, training for three epochs.
As shown in Table 21, our method improved from
64.5 to 75.3, outperforming the RFT and STAR
methods. We also present the scores for seven addi-
tional test datasets in MAmmoTH (Yue et al., 2023)
in Table 22. The scores for GPT-4 and MAmmoTH-
70B are taken from the original paper. It can be
seen that our method achieves an average improve-
ment from 61.6 -> 72.5 across all seven OOD test
datasets.

In the RFT setting, we applied RFT to the aca-
demic subset of our corpus, specifically GSM8k
and Math datasets. In the STAR setting, we
used the rationalization method described in the
STaR paper, where reference answers were used as
prompts to train on our corpus. Upon reviewing
the composition of our training corpus, which in-
cluded GSM8k and MATH training sets, as well as
Chinese test papers and internet-sourced problems,
we observed that in datasets with high-quality ref-
erence answers like GSM8k and MATH, the STaR
method with rationalization achieved notable im-
provements, though still slightly lower than our
method. However, the STaR method with ratio-
nalization showed minimal or no improvement in
test sets with lower-quality reference answers. This
may be because the model has not yet developed
the ability to derive accurate solutions from low-
quality reference answers.

D.6 Performance on Question Length
As shown in Table 23, we followed MetaMath’s
approach to performing an ablation study on the
question length for GSM8k and MATH. While long
questions remain more challenging for the model
both before and after applying our method, it is evi-
dent that our method enhances performance across
questions of varying lengths.

E Comparsion with other work

E.1 Self-Critique Pipeline
While the thought of self-critique has been pro-
posed, it has not been explored sufficiently in
LLMs’ math problem-solving improvement and
real-world large-scale deployment. We provide a
detailed comparison in Table 2. Thus, our unique
contributions in this work lie in realizing the idea in
a real-world massively deployed LLM via several
novel designs, including:

Application Domain of Math: While previous
works have broadly focused on general language
capabilities, our research is the first to focus on
improving mathematical problem-solving skills us-
ing self-critique methods without affecting general
language abilities.

Unified and Novel Approach for Data Selec-
tion and Reward Construction: We introduce a
novel approach by uniformly using Math-Critique
to select Supervised Fine-Tuning (SFT) data and
construct reward signals for Reinforcement Learn-
ing (RL). This method offers higher critique preci-
sion in the mathematics domain, different from the
varied strategies employed in earlier studies.

Independence from External Support: Our ap-
proach is the first to achieve both: 1. Independence
from human input and more powerful external mod-
els during training, and 2. The generation of train-
ing data and reward signals by a model that has
been fine-tuned from the same foundational model.
This emphasizes our method’s unique capability
for self-sufficiency and self-improvement.

E.2 MathUserEval Benchmark
The MathUserEval benchmark is designed to ad-
dress the limitations of traditional mathematical
benchmarks through:

Data Source: Drawing from real-world user
scenarios and university exams, offering a diversity
closer to actual use.

Difficulty and Domain: This course covers a
wide range of mathematics, from elementary to
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Table 21: Performance comparison across different self-improvement algorithms.

Models Chinese Test Set English Test Set AVG-academic
MathUserEval Math23k Ape210k500 Cmath GSM8k MATH

LLaMA3-8B-instruct 24.8 63.4 73.6 74.3 77.6 33.6 64.5
LLaMA3-8B-instruct+RFT 22.8 57.7 65.4 69.2 79.2 35.2 61.3
LLaMA3-8B-instruct+STAR 23.2 65.1 72.8 68.3 83.7 40.3 66.0
LLaMA3-8B-instruct+OURS 33.9 80.9 84.2 83.5 84.2 43.7 75.3

Table 22: Performance comparison across different self-improvement algorithms on OOD test sets.

AVG AQuA NumGLUE SVA Mat Sim SAT MMLU AVG

GPT-4 - 72.6 - 97.0 - - 95.0 -
MAmmoTH-70B 64.6 65.0 74.4 82.4 55.6 51.4 66.4 56.7
LLaMA3-8B-instruct 61.6 57.9 62.1 82.5 51.5 59.9 65.0 52.3
LLaMA3-8B-instruct+STAR 70.0 60.2 75.3 90.3 56.8 81.5 65.5 60.4
LLaMA3-8B-instruct+OURS 72.5 67.7 73.6 90.6 58.8 85.2 70.0 61.8

Table 23: Performance comparison across different question lengths on GSM8k and MATH.

Question length GSM8k MATH500

ChatGLM-32B-SFT ChatGLM Math-32B ChatGLM-32B-SFT ChatGLM Math-32B

short 81.55% 89.52% 42.17% 57.23%
medium 77.45% 85.19% 24.10% 39.16%

long 68.71% 73.24% 20.83% 26.79%

university level, including computation, equations,
calculus, probability, linear algebra, and discrete
math.

Evaluation Method: Our evaluation caters to
all forms of mathematical questions besides tra-
ditional multiple-choice or exact-match fill-in-the-
blanks, enabling accurate assessment of complex
expressions and proof questions.

F Data Collection

This section introduces the specific composition of
our training data. Aside from simulated dialogue
annotations in our data collection process, all anno-
tators were from the crowdsourcing team, mostly
undergraduate or higher-level students majoring in
science and engineering from China. Annotators
were clearly informed about the data usage and
received fair compensation. All annotated data un-
derwent a second review to ensure accuracy and
the absence of any ethnic issues.

F.1 Training Data for Math-Critique

Most of the data was annotated using results from
CritiqueLLM during the Math-Critique training,

Table 24: Data distribution of Math-Critique training
data.

Label Type Size

Annotation 6500
CritiqueLLM label 8800

Total 15300

but some data was annotated manually. For this
portion, we employed a crowd-sourced annotation
team. After informing them that their annotations
would be used for training or publishing purposes,
we paid them an hourly wage based on the local av-
erage. All of our annotators possess at least a bache-
lor’s degree to ensure they can correctly understand
the requirements of the tasks. We require annota-
tors to provide ratings that meet Math-Critique stan-
dards based on the problems, reference answers,
and model responses. Additionally, they need to
rewrite the feedback content according to these
criteria. Data details are shown in Table 24.

9759



Table 25: Distribution of the source dataset of training
data for Critique RFT.

Source Dataset Size
Primary 28597

Junior High 21303
Senior High 18917

College 4001
MetaMath 6291

Simulated Dialog 37653
Total 116762

Table 26: Distribution of the source dataset of training
data for Critique DPO.

Source Dataset Size
Primary 23485

Junior High 11304
Ssenior High 11026

College 3801
Simulated Dialog 12741

Total 62357

F.2 Training Data for Critique RFT
In Table 25, We provided the data proportions used
for RFT training. Most of the data comes from
primary and secondary school math problems. We
also supplemented the dataset with MetaMath ques-
tions to include English data and Simulated Dialog
from some of our collaborating annotators. This
part of the data involved inviting a group of an-
notators, including middle school and university
students, to provide the model with math problems
they encountered daily. In total, 116k math instruc-
tion data points went through the abovementioned
screening process.

F.3 Training Data for Critique DPO
As shown in Table 26, after filtering our DPO data
with RFT model responses and Math-Critique, 62k
entries remained for DPO training. It was observed
that the number of problems from primary school,
middle school, and Simulated Dialog decreased
the most. At this stage, we removed all data origi-
nating from academic datasets because we found
that including these data did not yield any benefits
and significantly affected the results of the non-
academic datasets.

F.4 References of MathUserEval Dataset
The standard answers for the MathUserEval dataset
were all written by our crowdsourced annotation

team. During the annotation process, annotators
had access to example solutions from several ad-
vanced models for reference. However, annotators
were required to solve the problems independently
to produce the standard reference answers. All
annotators in this task hold at least a bachelor’s
degree in mathematics or a related field.
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