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Abstract

Generative Commonsense Reasoning (GCR)
requires a model to reason about a situation
using commonsense knowledge, while generat-
ing coherent sentences. Although the quality of
the generated sentences is crucial, the diversity
of the generation is equally important because
it reflects the model’s ability to use a range
of commonsense knowledge facts. Large Lan-
guage Models (LLMs) have shown proficiency
in enhancing the generation quality across var-
ious tasks through in-context learning (ICL)
using given examples without the need for any
fine-tuning. However, the diversity aspect in
LLM outputs has not been systematically stud-
ied before. To address this, we propose a simple
method that diversifies the LLM generations,
while preserving their quality. Experimental
results on three benchmark GCR datasets show
that our method achieves an ideal balance be-
tween the quality and diversity. Moreover, the
sentences generated by our proposed method
can be used as training data to improve diversity
in existing commonsense generators.1

1 Introduction

Commonsense reasoning is the ability to make logi-
cal deductions about concepts encountered in daily
life, and is considered as a critical property of in-
telligent agents (Davis and Marcus, 2015). Con-
cepts are mental representations of classes and are
expressed using words in a language (Liu et al.,
2023). Given the inputs, the GCR task requires a
model to generate a coherent sentence that is gram-
matical and adheres to commonsense, evaluated by
its similarity to a set of human-written reference
sentences covering the same set of concepts (Lin
et al., 2020).

Often there exists multiple relationships between
a given set of concepts, leading to alternative rea-
soning paths that take diverse view points. For ex-

1The code is available at https://github.com/
AvataGarde/In Context Diversification

• A dog catches a frisbee thrown to it.

• A dog catches a frisbee thrown by its owner.

• A dog jumps in the air to catch a frisbee 

thrown by its owner.

• A dog leaps to catch a thrown frisbee.

• The dog catches the frisbee when the boy 

throws it.

• A man throws away his dog's favourite 

frisbee expecting him to catch it in the air.

Dog; Catch; 

Frisbee; Throw

Figure 1: An example of diverse generated sentence sets
in CommonGen (Lin et al., 2020) dataset. The genera-
tion shown at the bottom (in green ) is considered by
human annotators to be more diverse than those at the
top (in red ).

ample, given the four concepts dog, frisbee, throw
and catch, different sentences can be generated as
shown in Figure 1. Although all sentences shown
in Figure 1 are grammatical, the bottom set ex-
presses diverse view points (e.g. from the dog’s
as well as the man’s) compared to the set at the
top. Apart from the generation quality, diversity is
also an important factor in text generation because
the low-diversity texts tend to be dull, repetitive or
biased towards a particular view point (Tevet and
Berant, 2021). Diversity is an important considera-
tion in many Natural Language Generation (NLG)
applications, such as story generation (Li et al.,
2018), paraphrase generation (Gupta et al., 2018),
and GCR (Yu et al., 2022; Liu et al., 2023). In
GCR tasks, diversity requires model’s ability to
generate explanations for everyday scenarios from
various perspectives and to reflect diverse relation-
ships between input concepts. Moreover, GCR
datasets often contain input texts with limited infor-
mation. Diversifying GCR requires a deep under-
standing of relationships and commonsense knowl-
edge around the input concepts. Existing meth-
ods promote diversity through special decoding
strategies, such as nucleus sampling (Holtzman
et al., 2019), or encoding interventions such as ran-
dom noise injection (Gupta et al., 2018) or Mixture
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of Experts (MoE) approaches (Shen et al., 2019).
Temperature sampling is one of the common meth-
ods to increase the LLM generation diversity. How-
ever, it could affect the quality of the generation and
lead to nonsensical sequences (Peeperkorn et al.,
2024).

We propose In-Context Diversification (ICD), a
computationally-efficient and accurate method to
improve the diversity in GCR, where the sentences
are generated from a pre-trained LLM, and strikes a
fine-balance between the output diversity and qual-
ity. ICD uses an ICL approach to increase the diver-
sity of the sentences generated by an LLM, while
maintaining the quality of the generation. ICD is
a two-step process where it first lets an LLM to
generate sentences that are grammatical, common-
sense bearing and cover the tasks’ requirements. If
the diversity is low, ICD provides feedback to the
LLM, instructing it to generate more diverse sen-
tences considering the already generated sentences.
Next, ICD uses a diversity-based sampling method
to make a trade-off between quality and diversity
with a user-specific diversity metric.

Given that ICD is using LLMs to generate di-
verse sentences via ICL and without updating the
parameters of the LLMs, an interesting and open
question is whether an LLM can accurately judge
the diversity of a given set of sentences. To answer
this question, we conduct an experiment where
we instruct GPT3.5-turbo to judge the diversity
of the set of input sentences according to a five-
scale grading system, and convert the predicted
grades into binary judgements (i.e. diverse vs. non-
diverse). We compare the LLM-assigned grades
against those by a group of human annotators, and
find a moderate-level (Cohen’s Kappa of 0.409)
agreement between human vs. LLM judgements,
demonstrating that LLMs can indeed be instructed
to obtain diversity judgements for GCR tasks.

We evaluate ICD on three GCR tasks/datasets:
CommonGen (Lin et al., 2020), ComVE (Wang
et al., 2020), and DimonGen (Liu et al., 2023). We
find that our proposed ICD balances diversity and
quality appropriately, improving their harmonic
mean by at least 6% over that of a default base-
line. Moreover, the sentences generated by ICD
can be used as training data to improve diversity
in a Seq2Seq model (Sutskever et al., 2014; Lewis
et al., 2020), producing results that are comparable
to the models that are trained on knowledge graphs
or human-written text corpora (Liu et al., 2021; Fan

et al., 2020; Li et al., 2021).

2 Related Work

Diverse Text Generation. A variety of methods
have been proposed to enhance the diversity of
NLG. Sampling-based decoding is an effective
method to increase the generation diversity. Holtz-
man et al. (2019) proposed nucleus sampling to
generate diverse content at the generation stage.
Truncated sampling (Fan et al., 2018) prunes and
then samples the tokens based on the probability
distribution. Furthermore, Shen et al. (2019) pro-
posed an MoE approach to diversify translation
outputs. Moreover, incorporating external corpora
in the MoE further promotes diversity, such as by
using a knowledge graph (Yu et al., 2022; Hwang
et al., 2023) or by a collection of retrieved sen-
tences (Liu et al., 2023). Although LLMs have
reported superior performance in numerous NLP-
tasks (Touvron et al., 2023; OpenAI, 2023b,a), to
the best of our knowledge, diversifying their gen-
erations in commonsense reasoning with ICL has
not been explored in prior work on GCR.

In-Context Learning. Recent studies demon-
strate that LLMs can exhibit robust few-shot per-
formance on a variety of downstream tasks through
ICL (Brown et al., 2020). ICL is a technique for
instructing an LLM using one or more examples
for a particular text generation task. The generated
text is conditioned on both the input as well as the
instruction prompt. Wang et al. (2023) show that
in ICL, label words in the demonstration examples
function as anchors, which aggregate semantic in-
formation to their word representations in the shal-
low (closer to the input) layers, while providing
that information to the final predictions performed
by the deeper (closer to the output) layers. In con-
trast to fine-tuning-based methods, ICL is computa-
tionally lightweight because it does not update the
parameters of the LLM. Therefore, ICL is an attrac-
tive method when integrating task-specific knowl-
edge to an LLM by simply changing the prompt
and the few-shot examples (Dong et al., 2022).

3 In-context Diversification

We consider the problem of generating a set of
diverse sentences that express commonsense rea-
soning, either by covering a set of given concepts
(in CommonGen and DimonGen) or by providing
an explanation for a given counterfactual statement
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Default

Examples:
Given several key words: [SRC], 

generate one coherent sentence using 

background commonsense knowledge: 

[TGT] 

Test instruction:
Given several key words: [INPUT], 

generate one coherent sentence using 

background commonsense knowledge: 

[OUTPUT]

Diversified

Examples:
Given several key words: [SRC],

generate one coherent sentence using 

background commonsense knowledge: 

[TGT] 

Test instruction:
Step1: Given several key words: [INPUT], 

generate [N] different and coherent 

sentences using background commonsense 

knowledge: [PRV]

(If the diversity of [PRV] is low)

Step2: You have generated the following 

sentences: [PRV], try to provide other 

reasonable sentences: [OUTPUT]

(a) (b)

Figure 2: An example of default and diversified prompts is shown for an instance selected from the CommonGen
dataset. Here, the default prompt shown in Figure 2a is taken from Li et al. (2023). Few-shot examples are
included in each prompt where [SRC] denotes the set of input concepts and [TGT] the corresponding sentences
in CommonGen. For a given set of [INPUT] concepts, the LLM is then required to generate sentences at the slot
[OUTPUT]. As shown in Figure 2b, ICD uses the diversified prompt, which operates in two steps. Step 1 generates
a set of [N] sentences, [PRV]. We check for the diversity among the sentences in [PRV], and if it is low, we use the
prompt in Step 2 to generate the final set of sentences.

(in ComVE). Formally, given a sequence (a set
of concepts or a statement) X = {x1, . . . , xm},
the goal of GCR is to generate a set of grammati-
cally correct and commonsense bearing sentences
Y = {y1, . . . , yn}, where yi is the i-th output
generated by the model with probability p(yi|X ).
Moreover, we require that the generated sentences
{y1, . . . , yn} to be lexically as well as semantically
diverse.

3.1 Sentence Generation
To explain our proposed ICD, let us consider GCR
on CommonGen, where the models should gener-
ate a set of commmonsense bearing sentences Y ,
such that each sentence contains all of the input
concepts X as shown in Figure 2a. Given an LLM,
we can design a prompt that contains a task-specific
instruction and one or more examples containing
the input concepts (denoted by [SRC] in Figure 2)
and the corresponding human-written sentences
containing all given input concepts (denoted by
[TGT]) to instruct the LLM to generate output sen-
tences Y (denoted by [OUTPUT]) for a given set
of input concepts X (denoted by [INPUT]). We
refer to a prompt of this nature as a default prompt,
and the corresponding set of generated sentences
by Sdef .

Note that the default prompt does not guaran-

tee that the generated set of sentences will be di-
verse and the LLM may return sentences that are
redundant. To address this issue, we propose a
diversified prompt as shown in Figure 2b.

Specifically, the diversified prompt operates in
two steps. In Step 1, we require that the LLM gen-
erate N sentences that are different, in addition to
being coherent and commonsense bearing. Next,
we use a suitable diversity metric to evaluate the
level of diversity among the generated set of sen-
tences. If the diversity of the generated sentences is
low, in Step 2, the sentences would be sent back to
the LLM and instruct it to generate sentences that
are different to those. As the criterion for triggering
Step 2, we check whether the exact same sentence
has been generated multiple times by the LLM dur-
ing Step 1. The final set of generated sentences is
denoted by Sdiv.

3.2 Diversity-based Sampling

Because of the limited availability of human-
written reference sentences for evaluating GCR
models, there exists a trade-off between quality
vs. diversity for GCR tasks.2 Simply maximising
for diversity often leads to generations that do not
cover the input concepts in a natural way. For ex-

2This trade-off is further empirically verified in § 5.1.
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Algorithm 1 In-Context Diversification (ICD)
Input: Generated sets of sentences Sdef and Sdiv, respec-

tively from default and diversified prompts, the number of
desired output sentences N , the temporarily stored value α
and a diversity metric f .

Output: Output set of sentences S∗

S∗ ← ∅
α ← 0
for S ∈ (Sdef ∪ Sdiv) do

if (|S| == N) ∧ (f(S) ≥ α) then
α← f(S)
S∗ ← S

end if
end for
return S∗

ample, a randomly selected set of sentences would
be highly diverse, yet unlikely to capture the input
concept sets. On the other hand, if we force an
LLM to generate sentences that contain all of the
input concepts, it might find difficult to generate
semantically diverse sentences and resort to trivial
lexical or syntactic diversity tricks such as morpho-
logical inflections or word-order permutations.

To address this issue, we propose a diversity-
based sampling method shown in Algorithm 1.
Consider that the default prompt provides a set
Sdef of sentences that have not been optimised for
diversity (likely to have a higher quality), while on
the other hand the diversified prompt provides a
set Sdiv of sentences that are further refined for di-
versity (likely to have a higher diversity). We wish
to find a set of sentences that simultaneously satis-
fies the following criteria: (a) must contain exactly
N sentences, as specified by the user, and (b) must
have a high diversity score, measured using a user-
specified diversity metric f(∈ R≥0). We formalise
this as a subset search problem, where we compute
the union Sdef ∪ Sdiv and search for the subset S∗

that jointly satisfies those criteria following the pro-
cedure detailed in Algorithm 1. Although the total
number of subsets of size N is

(|Sdef∪Sdiv|
N

)
, it is

sufficiently small for the values of N(≤ 6) in our
GCR tasks, which makes this subset search fast in
practice.

4 Experimental Settings

4.1 Tasks and Datasets
We evaluate ICD on three GCR tasks as follows.
Constrained Commonsense Reasoning: In Com-
monGen (Lin et al., 2020) benchmark, a model is
required to generate a sentence covering a given set
of concepts such that background commonsense
knowledge associated with the input concepts is

reflected. This dataset contains 35K distinct con-
cept sets (train = 32651, dev = 993, and test =
1497) with corresponding human written sentences
(train = 67389, dev = 4018, and test = 6042). Each
instance contains on average 3-5 input concepts.
Commonsense Explanation Reasoning:
ComVE (Wang et al., 2020) is part of the SemEval
2020 commonsense validation task, where for a
given counterfactual statement, a model is required
to generate an explanation providing a reason
describing why the statement is nonsensical. This
dataset contains 10K (train = 8532, dev = 476, and
test = 992) examples, where each example contains
three reference outputs.
Diversified GCR: DimonGen (Liu et al., 2023)
involves generating diverse sentences that describe
the relationships between two given concepts. It is
a challenging task because it requires generating
reasonable scenarios for a given pair of concepts
without any context. This dataset contains 17109
instances (train = 15263, dev = 665, test = 1181),
where each instance has 3-5 references.

4.2 Evaluation Metrics

We measure both the quality and diversity of the
sentences generated by models using the metrics
described next.

4.2.1 Quality Metrics
We compare a generated sentence by a model
against a set of human-written references to eval-
uate the quality of the generation using several
metrics: BLEU (Papineni et al., 2002) measures
n-gram precision against human reference texts,
SPICE (Anderson et al., 2016) measures the seman-
tic propositional overlap between two sentences,
and BERTScore (Zhang et al., 2020) uses contextu-
alised word embeddings to measure the semantic
similarity between tokens in two sentences. In
alignment with prior works (Yu et al., 2022; Liu
et al., 2023; Hwang et al., 2023), when multiple
candidate sentences are generated for a test case,
we select the highest-scoring candidate for evaluat-
ing quality.

4.2.2 Diversity Metrics
Pairwise Diversity: We use self-BLEU (Zhu
et al., 2018) to measure n-gram overlap among sen-
tences within each generated set. The metric com-
putes the average sentence-level similarity between
all pairwise combinations of the generations in the
generation set. Note that unlike BLEU, self-BLEU
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does not require human generated references for
measuring diversity. We use self-BLEU3/4 (corre-
sponding to n = 3 and 4) in our experiment. Lower
self-BLEU scores indicate higher lexical diversity.

Corpus Diversity: To measure the variety within
our generated text corpus, we employ Distinct-
k (Li et al., 2016), which calculates the ratio of
unique k-grams to the total number of k-grams.
This metric is particularly useful for adjusting the
bias of LLMs toward generating longer sequences,
ensuring that diversity is not artificially inflated by
the sentence length. Additionally, we use Entropy-
k to evaluate the distributional uniformity of k-
gram occurrences, considering word frequencies
for a more nuanced view of diversity. Higher
Distinct-k and Entropy-k scores indicate higher
diversity.

Semantic Diversity: All previously described
diversity metrics are limited to evaluating lexi-
cal diversity. To measure diversity at a semantic
level, we propose self-cosSim, which is the aver-
age pairwise cosine similarity between generated
sentences, computed using sentence embeddings
obtained from SimCSE (Gao et al., 2021). Like-
wise, we define the self-BERTScore as a diver-
sity metric that averages the BERTScores for all
generated sentence pairs. Lower self-cosSim and
self-BERTScore values indicate higher semantic
diversity.

4.2.3 Combined Metrics
We would prefer GCR models that have both high
quality and high diversity. To incoporate both as-
pects into a single metric, we compute the Har-
monic Mean between (a) the self-BLEU-4 as the
diversity metric, and (b) BERTScore as the quality
metric. As discussed in § 3.2, there exists a trade-
off between quality and diversity in GCR. There-
fore, the harmonic mean is suitable when averaging
quality and diversity scores.3

Alihosseini et al. (2019) proposed Fréchet BERT
Distance (FBD) as a joint metric for simultaneously
measuring both the quality and diversity of NLG.
FBD is inspired by the Fréchet Inception Distance
(FID), proposed by Heusel et al. (2017), for mea-
suring the quality of image generation. Specifically,
FBD computes the pooler output4 of a sentence as

3We use self-BLEU-4 for diversity and BERTScore for
quality in Harmonic Mean due to their reliability shown in
preliminary evaluations. Other metric pairs are in § 5.3.

4The last layer’s hidden-state of the first token of the se-
quence is further processed by a Linear layer and a Tanh

its embedding (Devlin et al., 2019) and represents
a set of sentences using the mean vector and the
covariance matrix computed from their sentence
embeddings. Next, Wasserstein-2 distance is com-
puted between the set of reference sentences and
the set of generated sentences, which captures both
the distance between the means as well as variance
in the distributions. Lower FBD scores indicate
high combined performance.

4.3 Implementation Details

We use GPT3.5-turbo and Vicuna-13b-v1.55 as
LLMs with temperature set to 1.0 in our experi-
ments. By using two LLMs with significantly dif-
fering number of parameters and by including, Vi-
cuna, an open source LLM, we plan to improve the
reliability and reproducibility of our results. Max
response length is set to 25 tokens. The inference
times for CommonGen, ComVE and DimonGen
datasets are respectively 5-6, 2-3 and 1-2 hours.
The costs of running ICD with GPT3.5-turbo are
ca. $6, $4 and $4 respectively for CommonGen,
ComVE and DimonGen datasets. On the other
hand, the costs of fine-tuning on GPT3.5-turbo
are much higher at $58.8 for CommonGen, $24.7
for ComVE and $32.0 for DimonGen. Moreover,
fine-tuning with LoRA (Hu et al., 2022) with rank
of 8 and alpha of 16 on Vicuna takes ca. 34 hours.
We use BART-large6 for MoE-based models. We
use the GPT3.5-turbo to generate sentences for
the CommonGen train/dev/test sets using the de-
fault, diversified and for ICD. For model train-
ing, we use the Adam optimiser (Kingma and Ba,
2015) with a batch size of 64, a learning rate of
3e-5 and a beam size of 5. All of the MoE-based
models are trained for 20 epochs and required to
generate k = 3 sentences. All experiments, except
with GPT3.5-turbo, are conducted on a single RTX
A6000 GPU.

5 Results and Discussion

5.1 Commonsense Generation

We compare the commonsense generations made
by ICD against those using the default and di-
versified prompts. For this purpose, we use
GPT3.5-turbo as the LLM and use the same 10
few-shot examples in all prompts for ICL. Further
templates of the default and diversified prompts

activation function.
5https://huggingface.co/lmsys/vicuna-13b-v1.5
6https://huggingface.co/facebook/bart-large
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Semantic Diversity ⇓ Corpus Diversity ⇑ Pairwise Diversity ⇓ Quality ⇑ Combined

self-cosSim self-BERTScore Entropy-4 Distinct-4 self-BLEU-3 self-BLEU-4 BLEU-3 BLEU-4 SPICE BERTScore Harmonic ⇑ FBD ⇓
CommonGen

Human 67.3 60.6 10.9 91.0 25.4 17.6 - - - - - -
Fine-tune 64.7 55.9 11.4 91.1 26.9 17.9 41.2 32.1 30.3 64.2 72.1 51.9

default 93.3 88.7 10.2 53.7 77.2 72.4 50.8 40.9 30.1 70.4 39.6 60.2
diversified 85.2 69.8 11.0 83.7 44.4 34.9 44.3 34.6 28.5 65.0 65.4 53.9
ICD 83.5 66.2 11.0 88.5 31.0 21.0 47.4 37.7 29.1 67.4 72.7 51.8

ComVE

Human 62.7 47.0 9.6 96.1 12.4 8.1 - - - - - -
Fine-tune 59.8 42.6 9.8 95.2 13.4 10.3 27.4 19.4 33.1 53.7 67.2 47.6

default 83.9 73.5 9.6 74.3 50.8 45.2 27.5 19.7 36.2 55.1 54.9 50.9
diversified 76.0 56.5 9.7 88.0 23.3 16.6 30.6 22.0 35.8 56.5 67.4 47.9
ICD 72.5 51.1 9.8 90.1 13.7 8.7 29.0 20.8 36.1 55.5 69.0 48.7

DimonGen

Human 56.8 47.0 10.1 85.6 14.7 8.7 - - - - - -
Fine-tune 43.4 33 10.4 98.7 6.8 3.4 17.7 10.7 15.5 42 58.5 51.6

default 75.7 71.3 10 83.2 43.4 37.3 15.9 9.5 16.4 44.5 52.1 68.2
diversified 57.1 46.9 10.5 95.9 11.2 6.5 11.4 6.4 15.2 39.9 55.9 69.0
ICD 56.7 45.7 10.4 96.3 6.5 3.5 13.2 7.6 15.4 41.7 58.2 68.0

Table 1: Diversity and quality scores on CommonGen, ComVE and DimonGen with GPT3.5-turbo LLM. Best
results on each task for each metric are shown in italics, while the best performing ICL results are shown in bold.

used for each task are given in Appendix D. To
assess the impact of ICL, we compare against fine-
tune method, wherein GPT3.5-turbo is fine-tuned
on the entire training set in each dataset. Specif-
ically, we use multiple human-written sentences,
available in the training data for the three datasets
to separately fine-tune the models for each task. It
is noteworthy that the fine-tune method uses a sub-
stantially larger dataset for training (e.g., 67,389
sentences from CommonGen) compared to the 10
examples used by the ICL-based approaches. We
use self-BLEU-3 as the diversity metric f in Algo-
rithm 1 for ICD in this evaluation. The outcomes,
presented in Table 1, highlight the diversity and
quality metrics of these methods across the Com-
monGen, ConVE, and DimonGen datasets. Addi-
tionally, a human baseline is introduced to evaluate
the diversity of sentences written by humans, where
we pair-wise compare the human-written sentences
for each input in the instances in the benchmark
datasets using diversity metrics. Note that however,
the human baseline must not be considered as an
upper-bound for diversity because there are only
a smaller number of human-written sentences per
instance in the benchmark datasets.

From Table 1, we see that fine-tune generates
sentences that have high semantic and corpus diver-
sity, and outperforms the human baseline. How-
ever, recall that fine-tune requires a much larger
training set and is computationally costly compared
to all ICL-based methods. Moreover, we see that
ICD can strike a good balance between quality
and diversity in the sentences generated. Among

the ICL-based methods, ICD achieves the best di-
versity scores on all diversity metrics in all three
datasets. It also exhibits higher diversity compared
against the human-written references. Moreover,
ICD outperforms default and diversified accord-
ing to the Combined metrics. ICD also achieves a
Harmonic Mean comparable to that of the fine-tune
baseline. Although default reports the best qual-
ity scores, it has low diversity, and is consistently
outperformed by diversified and ICD on diversity
metrics. On the other hand, diversified generally
scores lower on the quality metrics. Compared
to default and diversified, ICD enhances genera-
tion diversity while maintaining a satisfactory level
of quality. ICD is also more stable to the sam-
pling method such as temperature than fine-tune,
as shown in Appendix B. Note that fine-tune is
not an ICL setting (the focus of this paper) and
is included only as a baseline to demonstrate the
level of performance that can be achieved by fine-
tuning on a much larger dataset. Despite this, ICD
outperforms fine-tune on the Pairwise Diversity
in all three datasets, and Combined metrics in the
CommonGen dataset.

As an open source alternative LLM to
GPT3.5-turbo, we repeat this evaluation with
Vicuna-13b (Zheng et al., 2023) in Table 2.
The same 10 few-shot examples as used with
GPT3.5-turbo are used in this experiment for the
ICL-based methods. Full table on three datasets are
shown in Appendix C. Table 2 reconfirms ICD’s
ability to balance both quality and diversity accord-
ing to the Combined metrics (i.e. Harmonic Mean
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Method SCS ⇓ SBS ⇓ E-4⇑ D-4⇑ SB-3⇓ BLEU-3⇑ SPICE⇑ HM ⇑ FBD ⇓
Fine-tune 59.6 49.9 11.4 93.3 22.8 35.8 27.6 69.9 52.4

Default 82.2 73.8 10.9 74.9 52.9 44.6 29.1 60.2 56.2
Diversified 59.1 53.3 11.3 91.3 23.6 32.6 24.3 68.6 53.2
ICD 59.3 49.8 11.3 93.7 11.3 34.2 25.5 73.4 51.0

Table 2: GCR on CommonGen using Vicuna-13b. ICD uses self-BLEU-3. Here, SCS: self-CosSim, SBS: self-
BERTScore, E-4: Entropy-4, D-4: Distinct-4, SB-3: self-BLEU3, HM: Harmonic Mean. Best results for each
metric are shown in italics, while the best performing ICL results are shown in bold.

Figure 3: Human vs. GPT3.5 diversity ratings for ran-
domly sampled sets of sentences generated by ICD. Co-
hen’s κ = 0.409 indicates a moderate level of agree-
ment.

and FBD) on this dataset. Interestingly, we see that
methods that use Vicuna-13b to be more diverse
compared to those that use GPT3.5-turbo, while
the latter showing better generation quality.

In Table 3, we use different diversity metrics as f
in Algorithm 1 to study the effect on text generation
of ICD. We see that self-BLUE-3 and self-CosSim
perform similarly across the quality metrics. Self-
BERTScore shows a slightly lower quality (BLEU-
3 and SPICE). According to the combined metrics,
any of those diversity metrics can be used with ICD
to obtain comparable performance.

5.2 Downstream Evaluation

The experiments presented in § 5.1 show the abil-
ity of our proposed ICD to generate diverse and
commonsense bearing sentences. Therefore, an
important question with practical implications is
whether we can use the sentences generated by ICD
as additional training data to improve both diversity
and quality of previously proposed models on the
GCR task, which could be seen as a downstream
(extrinsic) evaluation.

For this purpose we select the MoE (Shen et al.,

2019), which diversifies the generation by select-
ing outputs from a mixture of experts. Each expert
is assigned a randomly generated sequence of to-
kens, which is used as a prefix for all inputs sent
to that expert. For each input, an expert is selected
according to the value of a latent variable, which
is trained using the hard-EM algorithm. We fol-
low Liu et al. (2023) and train three experts that
retrieve sentences from the collection of sentences
generated by ICD for concept sets in the Common-
Gen train split (210846 sentences in total). We use
BART-large (Lewis et al., 2020) as the base model,
which has shown to produce high quality common-
sense generations (Zhang et al., 2023) as the gen-
erator for all experts (see Appendix A for further
details). We denote this method by ICD+MoE.

As baselines for comparisons, we repeat the
above process using the sentences generated by de-
fault and diversified, which we denote respectively
as default+MoE and diversified+MoE in Table 4.
Moreover, we compare the performance against
two previously proposed MoE models: MoE (Shen
et al., 2019) and MoKGE (Yu et al., 2022). MoE
relies solely on the base model, whereas MoKGE
requires each expert to use different sets of con-
cepts from the ConceptNet (Speer et al., 2017)
knowledge graph (KG). Because Yu et al. (2022)
do not evaluate their MoKGE method on Com-
monGen, we ran their original implementation7 on
CommonGen and report results in Table 4.

All previously proposed GCR methods are exclu-
sively trained using human-created data (e.g. sen-
tences written by human and/or manually compiled
KGs such as ConceptNet), whereas the methods
described thus far in this section are trained on
sentences generated by an LLM (GPT3.5-turbo).
Therefore, to evaluate the feasibility of using LLM-
generated sentences for training GCR models, we
include the following previously proposed GCR
models that are trained using a combination of cor-

7https://github.com/DM2-ND/MoKGE
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Method SCS ⇓ SBS ⇓ E-4⇑ D-4⇑ SB-3⇓ BLEU-3⇑ SPICE⇑ HM ⇑ FBD ⇓
self-BLEU-3 83.5 66.2 11.0 88.5 31.0 47.4 29.1 72.7 51.8
self-CosSim 81.0 70.1 10.9 82.5 44.5 47.6 29.3 65.7 51.8
self-BERTScore 83.1 62.8 11.0 87.0 36.3 46.5 28.9 69.6 51.8

Table 3: Comparing the effect of using different diversity metrics, f , in Algorithm 1 for ICD. We use GPT3.5-turbo
as the LLM and the best results on CommonGen dataset are in bold. Here, SCS: self-CosSim, SBS: self-BERTScore,
E-4: Entropy-4, D-4: Distinct-4, SB-3: self-BLEU3, HM: Harmonic Mean.

Semantic Diversity ⇓ Corpus Diversity ⇑ Pairwise Diversity ⇓ Quality ⇑ Combined

self-cosSim self-BERTScore Entropy-4 Distinct-4 self-BLEU-3 self-BLEU-4 BLEU-3 BLEU-4 SPICE BERTScore Harmonic Mean ⇑ FBD ⇓
KG-BART - - - - - - 42.1 30.9 32.7 - - -
EKI-BART - - - - - - 46.0 36.1 33.4 - - -
KFCNet-w/o FC - - - - - - 50.2 42.0 35.9 - - -
KFCNet - - - - - - 57.3 51.5 39.1 - - -

MoE 89.3 81.9 9.7 61.6 63.1 56.6 49.0 38.5 33.5 70.6 53.8 61.7
MoKGE 88.7 80.6 9.9 65.2 60.4 53.6 48.8 38.4 33.1 70.3 55.9 60.8

default+MoE 91.2 84.6 9.7 60.3 66.5 60.0 51.2 40.6 34.8 72.9 51.6 62.3
diversified+MoE 86.7 80.4 9.8 63.3 59.2 53.5 50.7 40.6 34.0 71.3 56.3 55.0
ICD+MoE 91.1 82.6 9.8 64.8 59.0 51.1 52.4 42.2 34.5 73.5 58.7 62.3

Table 4: Downstream evaluation of the LLM-generated sentences. Top block methods use human-generated
resources for training, while the ones in the bottom block are trained on LLM-generated sentences. MoE approaches
are shown in the middle block and bottom block. BART-large is used as the generator for MoE-based methods.
Best results for each metric are shown in bold, while the best performing MoE for quality is shown in underline.

pora and KGs: KG-BART (Liu et al., 2021),EKI-
BART (Fan et al., 2020) and KFCNet (Li et al.,
2021). For KFCNet, we present its two results –
KFCNet w/o FC (without Filtering and Contrastive
modules), which relies only on sentences includ-
ing the input concepts, without further processing,
and KFCNet, which additionally ranks candidates
and adds contrastive modules for the encoder and
the decoder (Li et al., 2021). However, note that
those methods do not consider diversification, and
do not report performance using diversity metrics.
Therefore, we report only their published results
for generation quality in Table 4.

From Table 4 we see that diversified+MoE al-
ways outperforms the original MoE in all diver-
sity metrics, which shows that sentences gener-
ated from LLMs can be used to diversify MoE-
based GCR. ICD+MoE closely matches the per-
formance of diversified+MoE on diversity met-
rics, while outperforming both diversified+MoE
and default+MoE on quality metrics. In partic-
ular, the quality metrics reported by ICD+MoE
(underlined in Table 4) are competitive against
those obtained by the models that are trained on
human-compiled resources (in the top block), ex-
cept against KFCNet. This finding hints at potential
improvement gains for GCR by using hybrid train-
ing resources that combine both human-compiled
and LLM-generated data, which we highlight as an
interesting future research direction.

Dataset & Metrics Fine-tune Default Diversified ICD

CommonGen
self-BLEU4 + BERTScore 72.1 39.6 65.4 72.7
self-cosSim + SPICE 32.6 11.0 19.5 21.1
self-BERTScore + BLEU3 42.6 18.5 35.9 39.5

ComVE
self-BLEU4 + BERTScore 67.2 54.9 67.4 69.0
self-cosSim + SPICE 36.3 22.3 28.7 31.2
self-BERTScore + BLEU3 37.1 27.0 35.9 36.4

Dimongen
self-BLEU4 + BERTScore 58.5 52.1 55.9 58.2
self-cosSim + SPICE 24.3 19.6 22.4 22.7
self-BERTScore + BLEU3 28.0 20.5 18.8 21.2

Table 5: Different combined metrics that are calculated
as the harmonic means between quality and diversity
metric pairs. The metric with ‘self’ in each line is a
diversity metric and the other is a quality metric. Best
results on each task for each metric are shown in italics,
while the best performing ICL results are shown in bold.

5.3 Candidate metrics for calculating
Harmonic Means

In the previous experiments, we computed the har-
monic mean between self-BLEU-4 and BERTScore
to obtain a combined metric that considers both
quality and diversity of commonsense generation.
Specifically, self-BLEU (Zhu et al., 2018) evalu-
ates the n-gram overlap between pairs of sentences
in the generated set, providing a measure of lexical
diversity. On the other hand, BERTScore (Zhang
et al., 2020) assesses the semantic similarity be-
tween the generated sentences and the human-
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Human:

• The group will use the tool to make a piece of art out of metal.

• I use a tool to cut a piece of metal out of the car.

• The man used a piece of metal and the tools.

Default:

• A piece of metal is being used as a tool.

• A metal tool is being used to shape a piece.

• A metal tool is being used to work on a piece.

ICD:

• A tool is being utilized to manipulate a piece of metal.

• Metal is being shaped using a specific tool.

• The use of a tool is necessary to work with a piece of metal.

CommonGen: Input: (piece, use, tool, metal)

Human:
• A pizza parlor wouldn't have workout equipment, and sells fattening food.

• A pizza parlor is not a good place to exercise.

• Pizza parlors do not have exercise equipment.

Default:

• Pizza parlors are not typically associated with exercise or physical activity.

• Pizza parlors are not typically associated with exercise or physical activity.

• Pizza parlors are not places for exercise, they are places to eat pizza.

ICD:

• People usually go to a gym, park or fitness center to exercise, not a pizza 

parlor.

• Pizza parlors are not typically associated with exercise.

• Exercise is not typically done at a pizza parlor.

ComVE: Input: If a person wants to exercise, they go to a pizza parlor.

Figure 4: Sentences generated by default prompt and ICD against those by humans on CommonGen and ComVE
test instances. ICD generates more diverse and high quality sentences than default.

written sentences in each dataset, capturing the
quality aspects from a semantic perspective. Note
that other combinations of quality and diversity
metrics can also be used for computing different
harmonic means as shown in Table 5. From Ta-
ble 5, we see that according to each combined
metric, ICD achieves the best performance among
all ICL-based approaches. Moreover, ICD also
has comparable performance against the fine-tune
method.

5.4 Diversity-Awareness of LLMs
Given that we use LLMs to produce diverse genera-
tions via ICL, it remains an open question whether
an LLM would agree with humans on the diversity
of a given set of sentences. To answer this question,
we use randomly selected 210 sentences (35 sets,
each containing 6 sentences) generated by ICD (us-
ing self-BLEU-3 as the diversity metric) for the
input concept sets in the CommonGen dataset. We
use GPT3.5-turbo to rate the diversity of a set of
sentences according to five levels from 1 (highly
similar) to 5 (highly diverse).8 We provide the
same instructions as the annotation guidelines for
eight human annotators, who are graduate students
in Natural Language Processing (NLP). To reduce
subjective variability in human judgements, we av-
erage and then normalise the ratings following the
Likert scale.

In Figure 3, we plot the GPT-assigned ratings
against those provided by humans. We further split
the ratings into high vs. low diversity ratings de-
pending on whether the rating is greater or lesser
than 3. The majority of the data points are dis-

8Detailed prompt templates are shown in Appendix D.

tributed along the diagonal quadrants and a Co-
hen’s Kappa of 0.409 indicating a moderate level
of agreement between GPT and human ratings for
diversity.

The generated sentences using the de-
fault prompt, ICD and the human references in
CommonGen and ComVE datasets for a single test
instance are shown in Figure 4. From Figure 4
we see that the sentences generated using the
default prompt often results in significant token
overlap, thereby lowering the diversity. On the
other hand, although Table 1 shows that ICD has
lower scores in quality metrics, we find that ICD
generates sentences of sufficient quality. These
sentences are both lexically and semantically
diverse, covering the diverse viewpoints found in
the human references. We provided additional ICD
generated sentences in Table 8, showing that ICD
achieves better diversity than the default prompt
while maintaining adequate quality, and is fluent
and commonsense bearing.

6 Conclusion

We proposed, ICD, an ICL-based method for
achieving the optimal balance between diversity
and quality in text generation via LLMs. Our ex-
periments, conducted on three GCR tasks, demon-
strate that ICD significantly improves the diver-
sity without substantially compromising the quality.
Furthermore, we found that by training on the sen-
tences generated by ICD, we can improve diversity
in previously proposed GCR methods.
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7 Limitations

This study primarily focuses on the generation of
English sentences using pre-trained LLMs, a limi-
tation shaped by the datasets we employed. Specif-
ically, we used the ComVE (Wang et al., 2020),
CommonGen (Lin et al., 2020) and DimonGen (Liu
et al., 2023) datasets, which are well-regarded for
evaluating diversified commonsense reasoning in
English. Therefore, our evaluation of the gener-
ation quality was limited to English, which is a
morphologically limited language. Future research
could expand this scope to include multilingual pre-
trained models, thereby encompassing a broader
linguistic spectrum. Three GCR datasets contain
multiple human-written sentences (3-5 for each
sample), which could be considered as golden refer-
ences for quality evaluation. The focus of our paper
is on diversity and in § 5.4, we compare the human
and LLM produced ratings for commonsense gen-
eration diversity. Therefore, we only conducted
additional human evaluation for the diversity of the
sentences generated.

Our approach is primarily geared towards opti-
mizing the trade-off between diversity and quality
in text generation. Consequently, we maintained
consistent default instructions across all experi-
ments, adopting the standard commonsense genera-
tion prompts used in Li et al. (2023) as our default
instructions.

We note that decoding strategies can influence
the diversity of generated outputs. In our work, we
fix the decoding strategy (top-p, temperature) to
maintain consistency across our experiments. We
also evaluate our proposed method under various
temperature sampling settings, as shown in Ap-
pendix B. Studying the effect of other decoding
strategies on the system could be considered as a
future direction.

We conducted our experiments using both a
closed model (i.e. GPT3.5-turbo-0613) as well as
an open-source one (i.e. Vicuna-13b-v1.5) to pro-
mote the reproducibility of our results, which are
reported using multiple publicly available bench-
marks. However, there exist many other LLMs
with varying numbers of parameters and trained on
different corpora. Therefore, we consider that it
is important to evaluate our proposed method on
a broad range of LLMs to verify the generalisabil-
ity of our proposed method. However, conducting
such a broad analysis can be computationally in-
tensive and costly. For example, although GPT-4 is

known to have superior text generation capabilities,
it incurs substantially higher costs (being 30 times
more expensive than GPT3.5-turbo at the current
pricing). Nevertheless, ICD is adaptable and could
be extended to other LLMs.

8 Ethical Considerations

The experiments conducted in this paper are based
on the publicly available datasets, CommonGen,
ComVE, and DimonGen. To the best of our knowl-
edge, no ethical issues have been reported for those
datasets. Therefore, we do not foresee any data-
related ethical issues arising from our work.

However, LLMs are known to generate re-
sponses that may reflect societal biases and po-
tentially harmful content. We have not veri-
fied whether the GPT3.5-turbo and Vicuna-13b
LLMs that we use in our experiments have similar
problems.

Therefore, it is important to test on existing
benchmarks for social biases and harmful genera-
tions before the proposed method is deployed to
diversify existing GCR methods used by human
users.

To elicit human judgements of diversity for the
sentences generated by ICD, we use annotators
who are familiar with working with LLMs. It is
possible that their subjective (and possibly biased)
viewpoints might have influenced the ratings pro-
vided. Therefore, it will be important to conduct
the evaluation involving a group of annotators with
different backgrounds to validate the findings re-
ported in this analysis.
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Supplementary Appendix

A Mixture of Experts

Given an input x, its corresponding LLM-generated
sentences are divided into three random subsets.
For each subset Gi = {gi1, ..., gik}, alongside the
input x, we concatenate their token sequences with
a separate latent variable zi, resulting in the final
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input xfi . The zi is a randomly initialised sequence
of tokens.

xfi = zi[CLS]x[SEP ]gi1[SEP ]...gik (1)

We train the model using the hard Expectation-
Maximization (EM) approach, where during the
E-step, for each xfi and its corresponding target
ytargeti , we identify the input that yields the highest
probability as the best training example, with θ
representing the generator model parameters:

The model is trained using hard-EM by assign-
ing full responsibility to the expert with the largest
joint probability. In the E-step, for each input xfini

and target ytgti , choose the best input with the high-
est probability, to construct the training examples,
where θ is the model’s parameters.

ytgti = argmax
yj

p(yj |xfi ; θ) (2)

Subsequently, in the M-step, we use these selected
training examples to fine-tune the generator models.
During inference, we input all diversified, context-
aware inputs into the generator model to yield a
range of diverse outputs.

B Impact of sampling temperature on the
diversity and quality

In this section, we investigate the impact of tem-
perature on various methods on the CommonGen
dataset. Although GPT-3.5 also provides the nu-
cleus sampling beyond sampling temperature, we
specifically focus on the general performance of
ICD under different temperature settings and set
nucleus sampling hyper-parameter to 1. Our experi-
ments are conducted on the GPT-3.5-turbo-0613.
Table 6 demonstrates that ICD consistently out-
performs both default and diversified on the Com-
bined metrics across all temperature settings, which
aligns with our findings in § 5.1. Moreover, ICD
exhibits less sensitivity to temperature variations
compared to the other baselines and performs better
on Combined metrics with the increase of temper-
ature, which can be considered as an additional
advantage of our proposed method.

Furthermore, we observe that the fine-tune
method is also significantly influenced by temper-
ature sampling on the GCR task. At T = 1.5,
the default baseline, which applies ICL on the
same base model GPT-3.5-turbo, outperforms the
fine-tune method. The fine-tuned model gener-
ates responses that are of very low quality, con-
sisting mostly of nonsensical word combinations.

For example, given the input “sidewalk leash dog
walk”, the fine-tune method would generate the
random sequence: A owners with 2 kangaroos try-
ing to walk their yappy circus bear disguised as a
gers?”’texturesumm while ICD generates sentence
than covers the task requirement: A dog walks on a
sidewalk, attached to a leash. Therefore, we con-
clude that increasing temperature of the decoder is
not a suitable strategy for improving diversity in
GCR.

C Full results on Vicuna-13b model

Table 7 shows the full result on the open source
Vicuna-13b model across three datasets. It recon-
firms ICD’s ability to balance both quality and di-
versity according to the combined metrics. Further-
more, we find that methods using the Vicuna model
show lower quality than those using GPT-3.5-turbo
while generating more diverse sentences.

D LLM Prompt Templates

Figure 5 shows the templates that are used for the
two GCR tasks: CommonGen and ConVE. The
default prompt is adapted from Li et al. (2023)
and are task-specific. On the other hand, the di-
versified prompt modifies the default prompt by
appending a task-independent instruction that first
checks whether the diversity of the sentences gener-
ated in Step 1 is low, and if presents the generated
sentences to the LLM and re-prompts it to generate
more diverse set of sentences.

We use GPT3.5-turbo to predict the diversity of
a given set of sentences using the prompt shown in
Figure 6. This prompt uses five diversity categories
(i.e. very similar, somewhat similar, neutral, some-
what diverse, and highly diverse) with increasing
diversity with their definitions. Next, the set of
sentences to be evaluated for their diversity is pre-
sented. Finally, the expected output format of the
predictions is described at the end of the prompt.
As recommended by Chen et al. (2023), we do
not require the LLM to provide reasons for its pre-
dictions because it sometimes forces the model to
focus on the reason generation than the prediction.

After the LLM’s evaluation, the predictions are
mapped to values from 1 to 5 where 1 being highly
similar to 5 being highly diverse. For each sen-
tences set, we take the average of LLM predictions
over three independent runs.
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Semantic Diversity ⇓ Corpus Diversity ⇑ Pairwise Diversity ⇓ Quality ⇑ Combined

self-cosSim self-BERTScore Entropy-4 Distinct-4 self-BLEU-3 self-BLEU-4 BLEU-3 BLEU-4 SPICE BERTScore Harmonic ⇑ FBD ⇓

T = 0

Fine-tune 100.0 100.0 9.15 14.1 100.0 100.0 45.6 34.9 34.4 71.3 0.0 69.7
Default 100.0 100.0 9.12 15 100.0 100.0 40.8 30.4 28.5 67.6 0.0 69.7

Diversified 86.7 74 10.8 77.8 52.2 43.4 46.2 36.4 28.6 66.6 61.2 54.9
ICD 86 72.2 10.9 80 46.5 37.6 48.1 38.3 29.1 67.7 65 53.5

T = 0.5

Fine-tune 83.6 81.6 10.6 65.4 63.8 55.7 56.3 46.8 36.1 73.8 55.4 58.3
Default 96.1 94.9 9.75 36.9 88.9 86.8 47.6 37.3 29.5 69.6 22.4 63.7

Diversified 86.4 73 10.9 79.8 49.9 40.8 46 36.5 28.6 66.5 62.6 55.4
ICD 85.1 70 10.9 84.2 39.4 29.5 48.6 39.1 29.2 68.1 69.3 53.4

T = 1

Fine-tune 64.7 55.9 11.4 91.1 26.9 17.9 41.2 32.1 30.3 64.2 72.1 51.9
default 93.3 88.7 10.2 53.7 77.2 72.4 50.8 40.9 30.1 70.4 39.6 60.2

diversified 85.2 69.8 11.0 83.7 44.4 34.9 44.3 34.6 28.5 65.0 65.4 53.9
ICD 83.5 66.2 11.0 88.5 31.0 21.0 47.4 37.7 29.1 67.4 72.7 51.8

T = 1.5

Fine-tune 25.7 0.0 11.9 100.0 2.5 1.8 8.1 4.3 11 16 27.5 67.8
Default 90.4 81.5 10.5 68.4 63.5 56.1 51.4 41.9 29.9 70.1 54 56.5

Diversified 67.7 59.3 11.2 89.5 30.6 22.3 39.3 29.7 26.9 61.9 68.9 54
ICD 78.3 59.8 11.2 92.8 20.9 12.4 44.1 34.7 27.9 65.4 74.9 51.6

Table 6: Diversity and quality scores on four temperature settings (T = 0/0.5/1/1.5) on the CommonGen dataset.
The results show that our proposed method ICD performs well across different temperatures. Best results for each
metric at each temperature setting are shown in italics, while the best performing ICL results are shown in bold.

Semantic Diversity ⇓ Corpus Diversity ⇑ Pairwise Diversity ⇓ Quality ⇑ Combined

self-cosSim self-BERTScore Entropy-4 Distinct-4 self-BLEU-3 self-BLEU-4 BLEU-3 BLEU-4 SPICE BERTScore Harmonic ⇑ FBD ⇓
CommonGen

Fine-tune 59.6 49.9 11.4 93.3 22.8 14.5 35.8 26.8 27.6 59.1 69.9 52.4

default 82.2 73.8 10.9 74.9 52.9 45.4 44.6 34.9 29.1 67.1 60.2 56.2
diversified 59.1 53.3 11.3 91.3 23.6 16.4 32.6 23.7 24.3 58.2 68.6 53.2
ICD 59.3 49.8 11.3 93.7 11.3 5.8 34.2 24.9 25.5 60.1 73.4 51.0

ComVE

Fine-tune 60.4 45.8 9.6 93.8 17.1 14.1 27.9 19 31.1 52.3 65.0 47.3

default 75.7 57.1 9.8 78.0 36.7 31.1 23.8 16.9 33 49.2 57.4 60.8
diversified 64.7 42.3 10.0 89.3 13.4 8.8 23.2 16.0 32.6 49.8 64.4 56.9
ICD 61.5 37.3 10.0 90.1 5.8 3.0 22.7 15.7 32.5 48.8 65.1 58.2

DimonGen

Fine-tune 41 29.5 10.4 99 5 2.2 15.4 8.9 14.6 39.4 56.2 52.8

default 64.0 48.6 10.3 95.0 17.9 13.1 13.6 7.9 14.4 41.3 56 61.1
diversified 55.2 45.4 10.3 97 11.9 7.3 12.1 6.7 13.4 39.8 55.7 62
ICD 53.1 37.0 10.4 98 2.4 0.9 12.7 7.3 13.6 39 56.6 61.1

Table 7: Performance on CommonGen, ComVE and DimonGen with Vicuna-13b. Best results on each task for
each metric are shown in italics, while the best performing ICL results are shown in bold.

E Human Evaluation

As human-annotators, we recruited eight graduate
students from the department of computer science
who specialise in NLP and are fluent speakers in
English. We provided the human annotators with
the same set of instructions as we provided to the
LLMs. Apart from the instruction in Figure 6, we
also instruct the human annotators to focus on the
diversity, and not so much on their commonsense
quality, which we evaluate separately using semi-
automatic metrics by comparing against human-
written reference sentences in the evaluation bench-
marks. Moreover, we informed the annotators that
their evaluations would be used in a comparative
analysis with the scores generated by an LLM.

F Additional Generation Examples

We show additional sentences generated by our
proposed methods for the CommonGen, ComVE
and DimonGen datasets in Table 8.
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CommonGen

Keyword dog throw frisbee catch

Sentences The dog eagerly waits for the frisbee to be thrown and then leaps to catch it in mid-air.
The owner tosses the frisbee and the dog quickly reacts, catching it effortlessly.
The dog excitedly chases after the thrown frisbee and skillfully catches it in its mouth.
After the frisbee is thrown, the dog jumps up high and grabs it, showcasing its impressive catching skills.
The dog enthusiastically catches the frisbee, bringing it back to the owner for another throw.
A dog catches a frisbee that was thrown.

Keyword roast stick marshmallow fire

Sentences A marshmallow is being roasted on a stick over a fire.
People roast marshmallows on a stick over a fire.
During a campfire, people often stick marshmallows on a stick and roast them over the fire.
The act of roasting marshmallows involves sticking them on a stick and holding them over a fire.
People gather around a fire, roasting marshmallows on sticks.
Sticking a marshmallow on a stick and roasting it over a fire is a common activity.

ComVE

Statement She parachuted into the grocery store from a plane.

Explanation Parachuting is not a common method of entering a grocery store.
Grocery stores do not have landing areas for parachutes.
Parachuting into a grocery store from a plane is highly unlikely and not a normal activity.

Statement You can drive after drinking.

Explanation Drinking alcohol impairs your ability to drive, so it is not recommended.
It is illegal and unsafe to drive after drinking.
Driving after drinking is dangerous and against the law.

DimonGen

Keyword cloud mountain

Sentences As we climbed the mountain, the clouds grew thicker, obscuring our view.
The mountain stood tall and majestic, with clouds swirling around its peaks.
The mountain peak pierced through the clouds, reaching towards the sky.

Keyword race victory

Sentences The underdog pulled off an unexpected victory in the race, leaving the favorite trailing behind.
With a burst of speed and determination, the runner sprinted towards the finish line, securing a triumphant victory.
After a fierce race, the champion celebrated their victory with a crowd cheering and fireworks lighting up the sky.

Table 8: More examples produced by our proposed ICD method on the CommonGen, ComVE and DimonGen
datasets.
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CommonGen/DimonGen

Examples:
Given several key words: [SRC],

generate one coherent sentence using 

background commonsense knowledge: [TGT] 

Test instruction:
Given several key words: [INPUT],

generate one coherent sentence using 

background commonsense knowledge: 

[OUTPUT]

(a) (b)

ComVE

Examples:
Given a counterfactual statement: [SRC],

generate one commonsense-making 

explanation for the statement:  [TGT] 

Test instruction:
Given several key words: [INPUT],

generate one commonsense-making 

explanation for the statement : [OUTPUT]

(a) Default instructions

CommonGen/DimonGen

Examples:
Given several key words: [SRC],

generate one coherent sentence using 

background commonsense knowledge: [TGT] 

Test instruction:
Step1: Given several key words: [INPUT],

generate [N] different and coherent sentences 

using background commonsense knowledge: 

[PRV]

(If the diversity of [PRV] is low)

Step2: You have generated the following 

sentences: [PRV], try to provide other 

reasonable sentences: [OUTPUT]

(a) (b)

ComVE

Examples:
Given a counterfactual statement: [SRC],

generate one commonsense-making 

explanation for the statement:  [TGT] 

Test instruction:
Step1: Given several key words: [INPUT],

generate [N] commonsense-making 

explanations for the statement: [PRV]

(If the diversity of [PRV] is low)

Step2: You have generated the following 

sentences: [PRV], try to provide other 

reasonable sentences: [OUTPUT]

(b) Diversified instructions

Figure 5: The templates used by the default and the diversified prompt instructions for the CommonGen/DimonGen
(shown on the left, (a)) and ComVE (shown on the right, (b)) tasks. Few-shot examples are included in each prompt
where [SRC] denotes the set of input concepts and [TGT] the corresponding sentences in CommonGen. For a given
set of [INPUT] concepts, the LLM is then required to generate sentences at the slot [OUTPUT].
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Evaluate the sentence set’s diversity

Task: Classify the diversity of each sentence in the provided list by assigning it to one of five categories. These categories 

reflect how diverse each sentence is in comparison to others in the set:

    Categories:

    - "Very Similar": The sentence is very similar to or identical to other sentences in the list.

    - "Somewhat Similar": The sentence shows a moderate level of similarity to other sentences in the list.

    - "Neutral": The sentence neither shows significant similarity nor difference compared to others in the list.

    - "Somewhat Diverse": The sentence is somewhat different from other sentences in the list, either semantically or 

lexically.

    - "Highly Diverse": The sentence is highly different from other sentences in the list, both semantically and lexically.

    Sentence list:

    [LIST]

    

    Instructions for Classification:

    - Create a list of classifications in JSON format.

    - Each entry should include the sentence and its corresponding diversity category.

    - Format for each entry: {{"sentence": "<sentence>", "category": "<category>"}}

    - No number before each entry.

    Example of Classification List Format:

    

    [

        {{"sentence": "Example 1", "category": "Somewhat Diverse"}},

        {{"sentence": "Example 2", "category": "Very Similar"}},

        ...

    ]

    Please focus on assigning each sentence to the appropriate category based on its diversity.

Figure 6: The instructions provided to GPT3.5-turbo for predicting the diversity of a given set of sentences.
Diversity is predicted according to five categories: very similar, somewhat similar, neutral, somewhat diverse, and
highly diverse. Definitions of the categories are included within the instructions. Next, the set of sentences to be
evaluated for their diversity is presented. Finally, the expected output format of the predictions is described at the
end of the prompt. As recommended by Chen et al. (2023), we do not require the LLM to provide reasons for its
predictions because it sometimes forces the model to focus on the reason generation than the prediction.
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