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Abstract

Multiple choice question answering tasks eval-
uate the reasoning, comprehension, and math-
ematical abilities of Large Language Models
(LLMs). While existing benchmarks employ
automatic translation for multilingual evalua-
tion, this approach is error-prone and poten-
tially introduces culturally biased questions,
especially in social sciences. We introduce
the first multitask, multiple-choice Turkish QA
benchmark, TurkishMMLU, to evaluate LLMs’
understanding of the Turkish language. Turk-
ishMMLU includes over 10,000 questions, cov-
ering 9 different subjects from Turkish high-
school education curricula. These questions
are written by curriculum experts, suitable
for the high-school curricula in Turkey, cov-
ering subjects ranging from natural sciences
and math questions to more culturally rep-
resentative topics such as Turkish Literature
and the history of the Turkish Republic. We
evaluate over 20 LLMs, including multilin-
gual open-source (e.g., Gemma, Llama, MT5),
closed-source (GPT 4o, Claude, Gemini), and
Turkish-adapted (e.g., Trendyol) models. We
provide an extensive evaluation, including zero-
shot and few-shot evaluation of LLMs, chain-
of-thought reasoning, and question difficulty
analysis along with model performance. We
provide an in-depth analysis of the Turkish
capabilities and limitations of current LLMs
to provide insights for future LLMs for the
Turkish language. We publicly release our
code for the dataset and evaluation: https:
//github.com/ArdaYueksel/TurkishMMLU.

1 Introduction

Benchmarking plays an important role in under-
standing and measuring the capabilities of lan-
guage models. Recent multitask multiple-choice
question answering (QA) benchmarks like MMLU
(Hendrycks et al., 2021) cover a wide range of use
cases for language models, making them highly
popular as one of the main evaluation benchmarks

Question: Aşağıdakilerden hangisi 1923'ten sonra
Türk dış politikasında ele alınıp çözümlenmeye
çalışılmış konulardan biri değildir? (Which of the following
is not one of the issues that were tried to be addressed and resolved in Turkish
foreign policy after 1923?)

A. Boğazlar Sorunu (Turkish straits crisis)

B. Kapitülasyonlar (Capitulations)

C. Dış Borçlar (Foreign Debts)

D. Irak Sınırı (Iraq Border)

E. Nüfus Mübadelesi (Population Exchange)

Correctness Ratio: 40% (Difficulty: Medium)

LLM Evaluations:
Llama-3 70B-IT: E
GPT 4o: B
Gemini 1.5-pro: D
Claude-3 Opus: E
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Figure 1: The chart displays the subject distribution of
TurkishMMLU. An example from our dataset shows
recent multilingual LLMs struggling with a question
about Turkish history.

in recent LLMs such as GPT 4 (OpenAI et al.,
2024) and Gemini (Team et al., 2024a). For the
multilingual adaptation of the MMLU benchmark,
recent works (Lai et al., 2023) have focused on
automatic translations. However, automatic transla-
tions are often prone to errors and may fail to cap-
ture the linguistic and cultural nuances of the target
language. Consequently, there have been manual
efforts to create multitask multiple-choice bench-
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marks in various languages, including Arabic (Ara-
bicMMLU, Koto et al., 2024), Korean (KMMLU,
Son et al., 2024), and Chinese (CMMLU, Li et al.,
2023).

In our work, we introduce TurkishMMLU, the
first multitask multiple-choice QA benchmark
specifically designed for the Turkish language. Our
dataset includes 10,032 multiple-choice questions,
each with five options, spanning nine subjects cate-
gorized into four groups: Natural Sciences, Mathe-
matics, Turkish Language and Literature, and So-
cial Sciences and Humanities. These questions
are sourced from a high-quality online learning
platform created by the Turkish Ministry of Edu-
cation, which aims to support high school students
in preparing for the university entrance exam. A
unique feature of TurkishMMLU is the correctness
ratio, which reflects the actual performance of stu-
dents on these questions, offering a more accurate
measure of question difficulty. We illustrate the
distribution of subjects and an example from Turk-
ishMMLU in Figure 1.

After introducing this dataset for benchmarking
in Turkish, we evaluate a wide range of current
language models, more than 40, including multilin-
gual autoregressive LLMs, both open models like
Gemma (Team et al., 2024b), Llama-3 and Aya-23
(Aryabumi et al., 2024) and closed-source models
such as GPT 4o, Claude and Gemini. In addition,
we also cover multilingual encoder-decoder mod-
els such as MT5, MT0, Aya and Turkish-adapted
LLMs such as Trendyol-LLM, a LoRA adaptation
of multilingual LLMs. We also cover many differ-
ent setups including zero-shot, few-shot, and chain-
of-thought (Wei et al., 2022). We further provide
analysis of LLMs based on subjects and difficulty.
Our additional analysis provides insights for the
design of future LLMs for Turkish and beyond.
We publicly release our code for the dataset and
evaluation: https://github.com/ArdaYueksel/
TurkishMMLU.

Our contributions are as follows:

1. We introduce the first large-scale multitask
multiple-choice benchmark for Turkish, con-
sisting of 10,032 questions across nine sub-
jects.

2. We evaluate a wide range of LLMs, varying
in size from 60M to 141B, including both
open and closed-source models, and provide
a comprehensive leaderboard featuring over
40 models.

3. We conduct an in-depth analysis of LLM
performance in chain-of-thought setups and
based on question difficulty.

2 Related Work

LLM Benchmarking: Benchmarks are crucial
for understanding the capabilities of NLP mod-
els, identifying their weaknesses and facilitating
the development of more capable models. Histori-
cally, most NLP benchmarks focused on linguistic
tasks (Wang et al., 2018, 2019; Rajpurkar et al.,
2016) and followed the paradigm of supervised
fine-tuning of a model on a training set and eval-
uation on an unseen test set. However, with the
advent of powerful LLMs, this type of evaluation
became obsolete as these models showed impres-
sive zero-shot and few-shot learning skills, even for
higher level tasks closer to real world applications.
To evaluate the emerging capabilities of the LLMs,
new benchmarks are proposed that focus on more
advanced capabilities such as common sense rea-
soning (Levesque et al., 2012), multi-hop reason-
ing (Yang et al., 2018), programming (Chen et al.,
2021) and multi-turn conversations. Additionally,
some studies aimed at evaluating these capabili-
ties through extensive datasets that cover a broad
range of knowledge-based topics (Srivastava et al.,
2023). One prominent example is MMLU (Massive
Multitask Language Understanding) (Hendrycks
et al., 2021); it covers 57 diverse fields from ba-
sic arithmetic to intricate areas like legal studies
and computer science. Although many of these
benchmarks have focused on English, there have
been significant efforts to adapt and develop similar
benchmarks for other languages (Son et al., 2024;
Koto et al., 2024; Li et al., 2023; Senel et al., 2024;
Conneau et al., 2018; Ponti et al., 2020).
Turkish Benchmarks: One of the initial efforts
in Turkish benchmarking was THQUAD (Soygazi
et al., 2021), a variant of the SQuAD question-
answering benchmark (Rajpurkar et al., 2016) that
focuses on extracting information from histori-
cal passages and answering questions about Ot-
toman and Islamic history in an open-book format.
MUKAYESE (Safaya et al., 2022), another Turkish
benchmark, was created by combining multiple ex-
isting datasets for various tasks. However, most of
the tasks that are included in MUKAYESE, such as
NER (named entity recognition), sentence segmen-
tation and spellchecking, do not effectively cap-
ture the knowledge and the language understand-
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Question Set / 12th Grade / Biology / Multiple Choice / Test - 1

12th Grade Biology Question Test - 1

Number of Correct Answers: 3

Number of Wrong Answers: 7

Number of Empty Answers: 0

l. Bone marrow

ll. eye cell

lll. human egg cell

LV. umbilical cord blood

Which of the above are used as stem cell sources?

YOUR ANSWER: B SHOW SOLUTION

Which of the following methods are used to obtain the

insulin hormone that regulates blood sugar in humans?

I. Gene cloning

II. Polyploidy

III. Isolation from animals

YOUR ANSWER: D SHOW SOLUTION

Question 1: 3740

A) Only I

B) Only II

C) Only III

D) I and IV

E) III and IV

Question 6: 3745

A) Only I

B) Only II

C) Only III

D) I and III

E) I, II and III

Figure 2: Sample biology test from the EBA Platform (translated to English, see Figure 5 in Appendix for the
original Turkish test). Black boxes indicate the correctness ratio (difficulty level). Green borders appear when the
user’s choice matches the ground-truth answer, while red borders indicate incorrect choices.

ing capabilities of LLMs due to their low level
nature. Several other studies that created multilin-
gual benchmarks for specific tasks such as XCOPA
(Cross-lingual Choice of Plausible Alternatives)
(Ponti et al., 2020) and XNLI (Cross-lingual Natu-
ral Language Inference) (Conneau et al., 2018) also
include Turkish among several other languages. A
recent study that focuses on Turkish LLMs (Acik-
goz et al., 2024) created the Turkish versions of
the TruthfulQA Multiple Choice (MC) (Lin et al.,
2022) and ARC (AI2 Reasoning Challenge) (Clark
et al., 2018) datasets to evaluate Turkish LLMs.
These benchmarks are constructed by machine
translating the English versions of the correspond-
ing datasets, which is usually followed by man-
ual verification and editing to ensure good quality.
Overall, despite some efforts to evaluate the capa-
bilities of LLMs for Turkish, Turkish still lacks
a high quality and comprehensive evaluation re-
source that covers multiple domains. In this study,
we address this by introducing Turkish MMLU.

3 Dataset

TurkishMMLU is curated using resources from on-
line learning materials for Turkish high school ed-
ucation. In the Turkish educational system, high
school education spans four years, and students
take the National University Entrance Exams af-

ter completing their studies. This exam contains
multiple-choice questions covering various sub-
jects from the curricula. To assist students in prepar-
ing for these exams, official and commercial exam
preparation booklets, video guides, and online prac-
tice tests in multiple-choice question-answering
format are available. The Turkish Ministry of Ed-
ucation (MEB) has developed an online platform
called the Education Information Network (EBA),
which aims to provide electronic resources such as
lecture notes, videos, tests and solutions, and inter-
active books to facilitate the learning process for
students. This platform1 contains multiple-choice
questions and their solutions that form the basis of
our study. The questions are driectly sourced from
the platform which ensures that each question is
crafted and verified by domain experts, guarantee-
ing correctness and high quality.

We conducted repeated manual reviews, ran-
domly selecting 30 questions from the complete
dataset during each review session to assess their
formatting and accuracy. Whenever we detected
formatting issues—typically due to irregular pre-
sentation on the source website—we revised our
parsing code to effectively address these edge cases.
This process was continued until we ensured con-

1https://ogmmateryal.eba.gov.tr/panel/MSoruDers.aspx
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sistent formatting accuracy across multiple consec-
utive rounds of the sampled questions.
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Figure 3: Distribution of correctness ratios. Questions
are categorized as Easy (green, top 30%), Medium (blue,
middle 40%), or Hard (red, bottom 30%) based on the
30th and 70th percentiles.

Figure 2 illustrates the EBA platform interface.
Users generate tests by specifying grade level and
subject, upon which the platform provides multiple
10-question tests. After test completion, users can
review ground-truth answers and video solutions.
Each question’s difficulty is denoted by a Correct-
ness Ratio (black boxes in Figure 2), calculated
as the percentage of correct user responses. For
each test, we extract question text, multiple-choice
options, correct answer, topic, subject, grade, and
difficulty level.

Table 1 details the distribution of test questions
by grade and subject in TurkishMMLU. The dataset
includes nine high school subjects across four do-
mains: Math (Mathematics); Natural Sciences (Bi-
ology, Chemistry, Physics); Language (Turkish
Language and Literature); and Humanities and So-
cial Sciences (History, Geography, Philosophy, Re-
ligion and Ethics). The test set comprises 9,807
multiple-choice questions, with an additional 225
(25 per subject) in the development set. While
Philosophy is limited to grades 10 and 11, other
subjects span all four grades. Many questions in-
clude mathematical formulas/notations (in LaTeX
or text) and images, however, we exclude image-
based questions to focus on evaluating text models.

Figure 3 displays the distribution of Correctness
Ratios. Questions are categorized as Easy (top
30%), Medium (middle 40%), or Hard (bottom
30%), with percentile thresholds at 41 and 28, re-
spectively.

We manually selected 25 questions per subject

Subject Grade Total
9 10 11 12

Turkish L & L 251 336 208 246 1041
Mathematics 565 470 64 379 1478
Physics 194 93 78 246 611
Chemistry 283 474 340 309 1406
Biology 273 328 401 323 1325
History 342 398 281 316 1337
Geography 331 364 494 290 1479
Religion and Ethics 120 229 122 42 513
Philosophy 0 332 285 0 617

Table 1: Distribution of test questions of TurkishMMLU
by subject and grade.

for the development set, maintaining subject-grade
distributions and mirroring the overall difficulty
distribution. For few-shot examples, we focus on 5-
shot experiments with 5 questions per subject due
to context window constraints and compute budget
limitations, each with different correct answers to
avoid selection bias. For Chain-of-Thought (COT)
prompting, we manually provide step-by-step solu-
tions for these 5 questions per subject.

The large scale of our test dataset, including
9,807 questions, raises significant challenges. Ex-
periments with state-of-the-art proprietary mod-
els like GPT 4 and Claude-Opus face budget
constraints, while using Chain-of-thought (COT)
prompting with open-source models generates ex-
cessively long responses, resulting in long in-
ference times. To address these issues while
maintaining comprehensive evaluations, we cre-
ate a smaller version of TurkishMMLU, called
TurkishMMLUsub with 100 randomly selected
questions per subject, totaling 900. We uniformly
sampled 25 questions per grade for each subject, ex-
cept for Philosophy, which has 50 questions evenly
distributed between grades 10 and 11. This sample
is representative of grades and subjects, enabling
in-depth model evaluation, but can be easily used
in resource-constrained scenarios. We measure the
correlation between TurkishMMLUsub and Turkish-
MMLU in §4.5, finding a strong correlation across
32 models.

4 Evaluation Results

After finalizing TurkishMMLU, we now evalu-
ate various multilingual and Turkish-adapted open-
and closed-source LLMs. We cover a wide range of
models, from 60M to 141B parameters, and various
experimental setups.
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Experimental Setup Our main evaluation setup
is 5-shot in-context learning evaluation, follow-
ing the prior evaluation setups in recent LLMs
(Team et al., 2024b; OpenAI et al., 2024) on En-
glish MMLU (Hendrycks et al., 2021). From the
development set proposed in §3, we select a fixed
set of questions for each subject and include 5 of
them in our few-shot prompt, with the question,
multiple-choice options, and the answer. We care-
fully design these prompts to ensure that each ques-
tion has a different option (in our dataset, the five
options are always A, B, C, D, E) as the answer.
For evaluation, we report accuracy by using the
lm-evaluation-harness framework from EleutherAI
(Gao et al., 2023). For open-source models, we per-
form log-prob based evaluation; for closed-source
models we perform greedy decoding and then parse
the prediction. In order to ensure validity of pars-
ing, we utilize regex patterns based on the few-
shot example structure which can be formulated as
Question: ...; Choices: A. ... E. ... ;
Answer: [A-E] .

Our second evaluation is a zero-shot evaluation
to compare few-shot and zero-shot performance of
the models. Additionally, we evaluate LLMs with a
5-shot chain-of-thought (CoT) evaluation. Espe-
cially for questions requiring further reasoning and
elaboration, such as mathematics, directly giving
answers may be a limitation in our main evaluation.
Therefore, we evaluate a wide range of models, in-
cluding closed-source models, with CoT reasoning
(Wei et al., 2022). In this setup, we provide CoT
solutions for each question in our few-shots for
each subject and perform greedy decoding. We put
the final answer option at the end of the solution in
the prompts, and then parse the predicted answer in
the generated solution. We formatted the CoT few-
shot examples as they would end with the Turkish
phrase of The correct choice is [A-E]. This
way we can parse the predicted answer easily from
the generated solution.

Since TurkishMMLU includes real-world data
for difficulty, we also conduct a difficulty analysis
to evaluate models. This expands our evaluation
setup from comparing models on different subjects
to varying difficulty levels. In all of our evalu-
ations, we use a small subset of TurkishMMLU,
TurkishMMLUsub, because the closed-source ex-
periments are quite expensive.2 With public mod-

2For example, a 5-shot CoT evaluation with Claude-3 Opus
on the entire dataset would cost more than $750.

els, we calculate performance on both Turkish-
MMLU and TurkishMMLUsub to test our assump-
tion that they would yield similar results.

Language Models: We evaluate a diverse range
of models, including Turkish-adapted, multilingual
open-source and closed-source LLMs.

For Turkish-adapted models, we use Trendyol-
LLM 7B, a Llama-2 model further pretrained on
Turkish3, available in base, chat, and chat-dpo
forms on HuggingFace. We also include Kanarya
(Safaya et al., 2022), a pretrained autoregressive
2B Turkish model.

In the multilingual open-source category, we
evaluate models with encoder-decoder architec-
tures such as mT5 (Xue et al., 2021) (from small
to xxl), mT0 (Muennighoff et al., 2023) (with the
same sizes as mT5), and Cohere’s Aya-101 (Üstün
et al., 2024). For autoregressive models, we in-
clude Meta’s Llama-2 (Touvron et al., 2023) (7B,
7B-Chat, 13B, 13B-Chat) and Llama-3 (8B, 8B-
Instruct, 70B, and 70B-Instruct). From MistralAI,
we evaluate Mistral 7B variants (Jiang et al., 2023),
Mixtral 8x22B, and 8x7B (Jiang et al., 2024). We
also include Cohere4AI’s Command-R and Aya-23
models (Aryabumi et al., 2024), Google’s Gemma
(Team et al., 2024b) (7B and 2B with their instruc-
tion versions), and Microsoft’s Phi-3-Mini (Abdin
et al., 2024).

For multilingual closed-source models, we eval-
uate OpenAI’s GPT models (3.5, 4-Turbo, and 4o),
Anthropic’s Claude-3 models (Haiku, Sonnet, and
Opus versions), and Google’s Gemini models (pro
versions 1.0 and 1.5).

4.1 Few-shot Evaluation

We present the 5-shot evaluation of models in Ta-
ble 2. We show scores in four categories: Natural
Sciences, Math, Turkish Language & Literature,
and Social Sciences and Humanities, as well as
the macro-averaged scores over nine subjects. The
best-performing model is a closed-source model,
GPT 4o, with 83.1% accuracy. It outperforms
all other models in each category as well. The
best-performing open-source model is Llama-3
70B-IT (Instruction-Tuned) with 67.3% accuracy.
While it is better than many closed-source models
such as Claude-3 Sonnet and Gemini 1.0-pro, it is
still 15.8% worse than GPT 4o. Another interest-
ing point is that the best encoder-decoder model,

3https://huggingface.co/Trendyol/
Trendyol-LLM-7b-base-v0.1
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Model Source Average Natural Math Turkish Social Sciences
Sciences L & L and Humanities

GPT 4o∗ Closed 83.1 75.3 59.0 82.0 95.3
Claude-3 Opus∗ Closed 79.1 71.7 59.0 77.0 90.3
GPT 4-turbo∗ Closed 75.7 70.3 57.0 67.0 86.5
Llama-3 70B-IT Open 67.3 56.7 42.0 57.0 84.3
Claude-3 Sonnet∗ Closed 67.3 67.3 44.0 58.0 75.5
Llama-3 70B Open 66.1 56.0 37.0 57.0 83.3
Claude-3 Haiku∗ Closed 65.4 57.0 40.0 61.0 79.3
Gemini 1.0-pro Closed 63.2 52.7 29.0 63.0 79.8
C4AI Command-r+ Open 60.6 50.0 26.0 57.0 78.0
Aya-23 35B Open 55.6 43.3 31.0 49.0 72.5
C4AI Command-r Open 54.9 44.7 29.0 49.0 70.5
Mixtral 8x22B Open 54.8 45.3 27.0 49.0 70.3
GPT 3.5-turbo∗ Closed 51.0 42.7 39.0 45.0 61.8
Llama-3 8B-IT Open 46.4 36.7 29.0 39.0 60.0
Llama-3 8B Open 46.2 37.3 30.0 33.0 60.3
Mixtral 8x7B-IT Open 45.2 41.3 28.0 39.0 54.0
Aya-23 8B Open 45.0 39.0 23.0 31.0 58.5
Gemma 7B Open 43.6 34.3 22.0 47.0 55.0
Aya-101 Open 40.7 31.3 14.0 38.0 55.0
Trendyol-LLM 7B-C-D Open 34.1 30.3 22.0 28.0 41.5
mT0-xxl Open 33.9 29.3 28.0 21.0 42.0
Mistral 7B-IT Open 32.0 34.3 26.0 38.0 30.3
Llama-2 7B Open 22.3 25.3 26.0 20.0 19.8
mT5-xxl Open 18.1 19.3 24.0 14.0 16.8

Table 2: 5-shot experiments on TurkishMMLUsub. Many closed models shift to chain-of-thought-like detailed
explanations, we indicate this with the ∗ symbol. Natural Sciences consists of Biology, Chemistry, and Physics.
Turkish L&L is the Turkish Language and Literature subject. Social Sciences and Humanities consists of History,
Geography, Philosophy, and Religion and Ethics.

Aya-101, performs much worse than autoregressive
models, achieving only 40.7% accuracy.

The results suggest that mathematics is the most
difficult subject for almost all models, as it is usu-
ally challenging to answer these questions cor-
rectly in a single token, given that they require
multi-hop reasoning. The easiest category in
TurkishMMLUsub is Social Sciences and Human-
ities. For STEM courses, models perform poorly
compared to other subjects. We also observe that
many closed-source models switch to COT-like
problem-solving rather than providing the answer
directly, even though we provided single-answer
style few-shots. We parse the predicted option in
those answers with manually-designed patterns and
indicate these “CoT” models with the * symbol in
Table 2.

Among 7B-8B models, Llama-3 8B-IT exhibits
the best performance, but Aya-23 and Gemma show
comparable results. Mistral 7B-IT and Llama-2
7B lag more than 10% behind these three mod-

els. Among mT5-xxl (13B) based models, Aya-101
achieves the best performance, however, encoder-
decoder based models perform worse than autore-
gressive models of similar sizes.

We note that recent open-source models such
as Llama-3, Command-R, Aya-23, and Mixtral
8x22B (all released after April 2024) outperform
older closed-source models like GPT 3.5 (re-
leased in March 2022), signaling promise for open-
source models. However, Turkish-adapted models
like Trendyol-LLM, despite outperforming their
base model (Llama-2 7B), are significantly behind
newer variants of similar size (Llama-3 8B).

We provide the results for all nine subjects and
all models in the Appendix in Table 6.

4.2 Zero-Shot Evaluation

To assess the performance gain from few-shots, we
also compare models in zero-shot settings. Table
4 summarizes the results for selected open-source
models. We observe the most significant perfor-

7040



Model Source Average Natural Math Turkish SocSci/
Sciences L & L Humanities

GPT 4o Closed 88.2 (+5.1) 86.3 (+11.0) 84.0 (+25.0) 81.0 (–1.0) 92.5 (–2.8)
Claude-3 Opus Closed 81.8 (+2.7) 77.0 (+5.3) 74.0 (+15.0) 76.0 (–1.0) 88.8 (–1.5)
GPT 4-turbo Closed 79.2 (+3.5) 75.3 (+5.0) 75.0 (+18.0) 69.0 (+2.0) 85.8 (–0.8)
Gemini 1.5-pro* Closed 70.1 (+45.1) 65.0 (+43.7) 51.0 (+27.0) 54.0 (+7.0) 82.7 (+60.2)
Llama-3 70B-IT Open 68.1 (+0.8) 62.0 (+5.3) 57.0 (+15.0) 53.0 (–4.0) 79.2 (–5.0)
Claude-3 Haiku Closed 66.1 (+0.7) 56.7 (–0.3) 45.0 (+5.0) 64.0 (+3.0) 79.0 (–0.3)
Llama-3 70B Open 63.3 (–2.8) 57.3 (+1.3) 34.0 (–3.0) 54.0 (–3.0) 77.5 (–5.8)
Claude-3 Sonnet Closed 60.7 (–6.6) 58.7 (–8.6) 38.0 (–6.0) 62.0 (+4.0) 67.5 (–8.0)
GPT 3.5-turbo Closed 58.2 (+7.2) 52.3 (+9.6) 42.0 (+3.0) 51.0 (+6.0) 68.5 (+6.7)
Gemini 1.0-pro Closed 54.1 (–9.1) 42.7 (–10.0) 39.0 (+10.0) 48.0 (–15.0) 68.0 (–11.8)
C4AI command-r Open 49.6 (–5.3) 40.0 (–4.7) 28.0 (–1.0) 41.0 (–8.0) 64.2 (–6.2)
Llama-3 8B-IT Open 40.6 (–5.8) 35.0 (–1.7) 20.0 (–9.0) 29.0 (–10.0) 52.8 (–7.2)
Mixtral 8x7B-IT Open 40.1 (–5.1) 33.0 (–8.3) 33.0 (+5.0) 39.0 (+0.0) 47.5 (–6.5)
Gemma 7B Open 34.0 (–9.6) 26.3 (–8.0) 17.0 (–5.0) 27.0 (–20.0) 45.8 (–9.2)
Llama-3 8B Open 28.2 (–18.0) 24.3 (–13.0) 7.0 (–23.0) 27.0 (–6.0) 36.8 (–23.5)
Trendyol-LLM 7B-C Open 27.7 (–10.3) 24.0 (–6.3) 6.0 (–12.0) 26.0 (–9.0) 36.2 (–13.2)

Table 3: 5-shot chain-of-thought (CoT) evaluation results on TurkishMMLUsub. The table presents accuracy for four
subject categories and the macro-average, with performance changes from non-CoT experiments in parentheses.
* Gemini 1.5-pro’s large improvement (+45.1) is due to a model behavior that causes mispredictions in non-CoT, rather than true
CoT gains.

Model Zero-Shot 5-Shot

Llama-3 70B-IT 64.6 67.3 (+2.7)
C4AI Command-r+ 50.6 60.6 (+10.0)
Mixtral 8x22B 46.8 54.8 (+8.0)
Aya-23 35B 45.3 55.6 (+10.3)
mT0-xxl 44.8 33.9 (–10.9)
C4AI Command-r 42.4 54.9 (+12.5)
Llama-3 8B-IT 38.3 46.4 (+8.1)
Aya-101 37.4 40.7 (+3.3)
Mixtral 8x7B-IT 35.8 45.2 (+9.4)
Trendyol-LLM 7B-C-D 33.3 34.1 (+0.8)
Mistral 7B-IT 24.6 32.0 (+7.4)
Gemma 7B 23.1 43.6 (+20.5)

Table 4: 5-shot and zero-shot accuracy on
TurkishMMLUsub for open-source language models.

mance improvement via few-shot in the Gemma
7B model. Llama-3 70B-IT, the best-performing
model in the few-shot setting, also leads in the zero-
shot setting among public models with a minimal
performance drop of just 2.7%.

Interestingly, mT0-xxl performs considerably
better in the zero-shot setting than in the few-shot
setting, contrary to the trends in the other mod-
els. We attribute this to mT0’s (Muennighoff et al.,
2023) primary focus on zero-shot adaptation. This
finding suggests that mT0’s zero-shot performance
even surpasses Aya’s few-shot performance.

4.3 Chain-of-Thought Evaluation

We evaluate 5-shot chain-of-thought (CoT) in Ta-
ble 3, showing the performance difference between
non-CoT and CoT few-shot experiments. We in-
clude CoT evaluations for three reasons: (i) to eval-
uate reasoning capabilities of recent LLMs, which
show promising results (Team et al., 2024a), (ii)
some subjects like mathematics require multi-hop
reasoning, and (iii) CoT also indicates NLG perfor-
mance of models in Turkish, complementing our
NLU evaluation.

All models performing below 60% accuracy in
the non-CoT few-shot scenario, except GPT 3.5-
turbo, show worse performance with CoT reason-
ing. This suggests these models may have limited
generation and reasoning capabilities in Turkish.
Across all subjects, the most significant improve-
ment is observed in mathematics, with +25.0% for
the best-performing model, GPT 4o. With this
approach, GPT 4o sets the best performance on
TurkishMMLUsub at 88.2% accuracy across all set-
tings. We also observe improvements in Natural
Sciences, though not as substantial as in Mathemat-
ics. However, for Turkish Language & Literature
and Social Sciences and Humanities, we observe
no consistent improvements and even performance
drops across models, including strong ones.

One exception to our findings is Gemini 1.5-pro.
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Models rpb
Accuracy (%)

Easy Medium Hard

GPT 4o 0.211∗∗∗ 96.1 88.0 80.1
Claude-3 Opus 0.175∗∗∗ 89.4 81.7 73.7
GPT 4-turbo 0.143∗∗∗ 86.6 79.1 71.4
Gemini 1.5-pro 0.228∗∗∗ 80.3 73.7 54.5
Llama-3 70B-IT 0.193∗∗∗ 79.2 68.3 56.0
Claude-3 Haiku 0.265∗∗∗ 80.6 66.0 50.8
Llama-3 70B 0.287∗∗∗ 76.1 68.3 43.2
Claude-3 Sonnet 0.193∗∗∗ 68.7 64.3 47.4
GPT 3.5-turbo 0.220∗∗∗ 71.1 57.1 45.9
Gemini 1.0-pro 0.175∗∗∗ 65.8 52.6 43.6
C4AI Command-r 0.199∗∗∗ 60.9 50.9 36.5
Llama-3 8B-IT 0.197∗∗∗ 48.9 44.0 27.1
Mixtral 8x7B-IT 0.164∗∗∗ 48.2 42.0 29.3
Gemma 7B 0.130∗∗∗ 40.8 34.6 25.9
Llama-3 8B 0.193∗∗∗ 36.6 28.0 19.5
Trendyol-LLM 7B-C 0.152∗∗∗ 36.6 26.6 19.5

Table 5: Chain-of-thought results in TurkishMMLUsub
for selected models with respect to question difficulty.
The ’rpb’ column shows the point-biserial correlation
coefficient, indicating the strength and direction of the
relationship between model performance and question
difficulty. All models show a significant positive correla-
tion (p < 0.001), confirming that model performance de-
creases as question difficulty increases. Easy, Medium,
and Hard labels are based on the 30th and 70th per-
centiles of the correctness ratio distribution (28% and
41%, respectively).

In our 5-shot non-CoT experiments, we found that
Gemini 1.5-pro generates solutions for all questions
in the few-shot, even when provided with gold an-
swers. This prevents us from getting predictions for
test questions since it exceeds our maximum gener-
ation length (it attempts to generate solutions for 5
few-shot questions + 1 test question). This causes
mispredictions in many 5-shot non-CoT cases for
Gemini 1.5-pro. Therefore, the apparent large im-
provement (+45.1) between non-CoT and CoT set-
tings for Gemini 1.5-pro is misleading. In the CoT
setting, we see that Gemini is the fourth-best model
overall, placing it in a competitive position.

4.4 Difficulty Analysis

We analyze model performance across question
difficulty levels using the correctness ratio in
TurkishMMLUsub, categorizing questions as Easy,
Medium, or Hard based on the 30th and 70th per-
centiles. Table 5 presents these results along with
point-biserial correlation coefficients (rpb), which
all show statistically significant positive correla-
tions (p < 0.001), confirming that model perfor-
mance decreases as question difficulty increases.
This pattern holds across all models, from smaller
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Figure 4: 5-shot accuracy comparison of 32 open-source
models for TurkishMMLUsub and TurkishMMLU (each
point corresponds to an LLM). Pearson’s r correlation
between them is 0.999.

ones like Trendyol-LLM 7B-C (rpb = 0.152) to
state-of-the-art models like GPT 4o (rpb = 0.211),
validating the difficulty categorization in Turkish-
MMLU. On the other hand, when we apply point-
biserial correlation coefficients to the grade instead
of the question difficulty, we do not observe any
significant correlation (p > 0.1) for any of the mod-
els. Surprisingly, difficult questions at the lower
grades seem to be as hard for models as difficult
questions at the higher grades. Models generally
perform well on easy questions (up to 96.1% accu-
racy) but struggle with hard ones (19.5% to 80.1%).
We also observe that for some models, the largest
differences come from the hard questions. For ex-
ample, Gemini 1.5-pro is only 6% lower than GPT
4-turbo in easy and medium questions, however the
gap is 17% in hard questions.

4.5 Small Set - All Set Correlation

To reduce the inference time and cost of the experi-
ments, many analyses in this paper are conducted
on TurkishMMLUsub. In this section, we computed
5-shot average scores for the open-source models
in both the small and full sets. The correlation
plot is shown in Figure 4. Pearson’s r correlation
between the two sets is 0.999, confirming that find-
ings based on TurkishMMLUsub are likely to hold
as well for TurkishMMLU.

5 Conclusion

In this study, we introduced TurkishMMLU, the
first Turkish multitask Question Answering bench-
mark designed for evaluating LLMs. Our dataset
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consists of 10,032 multiple-choice questions cov-
ering nine subjects from the Turkish high school
curriculum and university entrance exams, com-
plete with correctness ratios to indicate question
difficulty. We evaluated a wide range of LLMs,
including Turkish-adapted and multilingual mod-
els, in various setups such as zero-shot, few-shot,
and chain-of-thought reasoning. Our results high-
lighted the superior performance of closed-source
models like GPT 4o and Claude-3 Opus and the
notable improvements in newer open-source autore-
gressive models like Llama-3 70B-IT. The bench-
mark demonstrates significant performance varia-
tion by subject and question difficulty, emphasizing
the strengths and limitations of current LLMs in
understanding and reasoning in Turkish. Further-
more, as LLMs mature, it will become increasingly
crucial to shift the focus of the field from English
to broader coverage of the languages of the world.
We see TurkishMMLU as a promising contribution
towards ensuring that all language communities
will be equally served by NLP in the future.

6 Limitations

While we believe TurkishMMLU will significantly
contribute to Turkish NLP and the design of next
multilingual LLMs, it does have some limitations.
First, TurkishMMLU is focused solely on text-
based assessment. Exploring multimodal ques-
tions that involve images or audio is left for fu-
ture work. Second, the dataset covers high school
curriculum and university entrance exam questions
in a multiple-choice format. However, future ef-
forts should aim to expand Turkish benchmark-
ing datasets to include assessments of generative
abilities and more open-ended questions. One
other limitation of our study is the potential risk of
knowledge leakage, as some large language models
(LLMs) may have been pre-trained on datasets that
overlap with or are sourced from similar data used
in our benchmarks, which could artificially inflate
their performance. Although the platform does
not display gold answers in its interface, models
that encountered these questions during pretrain-
ing may still perform better than others. As noted
by Pezeshkpour and Hruschka (2024), the order
of choices may cause variations in model perfor-
mance; however, we maintained the original order
of the choices in our dataset.
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Bevilacqua, Michihiro Yasunaga, Mihir Kale, Mike
Cain, Mimee Xu, Mirac Suzgun, Mitch Walker,
Mo Tiwari, Mohit Bansal, Moin Aminnaseri, Mor
Geva, Mozhdeh Gheini, Mukund Varma T, Nanyun
Peng, Nathan Andrew Chi, Nayeon Lee, Neta Gur-

Ari Krakover, Nicholas Cameron, Nicholas Roberts,
Nick Doiron, Nicole Martinez, Nikita Nangia, Niklas
Deckers, Niklas Muennighoff, Nitish Shirish Keskar,
Niveditha S. Iyer, Noah Constant, Noah Fiedel,
Nuan Wen, Oliver Zhang, Omar Agha, Omar El-
baghdadi, Omer Levy, Owain Evans, Pablo Anto-
nio Moreno Casares, Parth Doshi, Pascale Fung,
Paul Pu Liang, Paul Vicol, Pegah Alipoormolabashi,
Peiyuan Liao, Percy Liang, Peter W Chang, Pe-
ter Eckersley, Phu Mon Htut, Pinyu Hwang, Piotr
Miłkowski, Piyush Patil, Pouya Pezeshkpour, Priti
Oli, Qiaozhu Mei, Qing Lyu, Qinlang Chen, Ra-
bin Banjade, Rachel Etta Rudolph, Raefer Gabriel,
Rahel Habacker, Ramon Risco, Raphaël Millière,
Rhythm Garg, Richard Barnes, Rif A. Saurous, Riku
Arakawa, Robbe Raymaekers, Robert Frank, Ro-
han Sikand, Roman Novak, Roman Sitelew, Ro-
nan Le Bras, Rosanne Liu, Rowan Jacobs, Rui
Zhang, Russ Salakhutdinov, Ryan Andrew Chi,
Seungjae Ryan Lee, Ryan Stovall, Ryan Teehan,
Rylan Yang, Sahib Singh, Saif M. Mohammad,
Sajant Anand, Sam Dillavou, Sam Shleifer, Sam
Wiseman, Samuel Gruetter, Samuel R. Bowman,
Samuel Stern Schoenholz, Sanghyun Han, Sanjeev
Kwatra, Sarah A. Rous, Sarik Ghazarian, Sayan
Ghosh, Sean Casey, Sebastian Bischoff, Sebastian
Gehrmann, Sebastian Schuster, Sepideh Sadeghi,
Shadi Hamdan, Sharon Zhou, Shashank Srivastava,
Sherry Shi, Shikhar Singh, Shima Asaadi, Shixi-
ang Shane Gu, Shubh Pachchigar, Shubham Tosh-
niwal, Shyam Upadhyay, Shyamolima Shammie
Debnath, Siamak Shakeri, Simon Thormeyer, Si-
mone Melzi, Siva Reddy, Sneha Priscilla Makini,
Soo-Hwan Lee, Spencer Torene, Sriharsha Hatwar,
Stanislas Dehaene, Stefan Divic, Stefano Ermon,
Stella Biderman, Stephanie Lin, Stephen Prasad,
Steven Piantadosi, Stuart Shieber, Summer Mish-
erghi, Svetlana Kiritchenko, Swaroop Mishra, Tal
Linzen, Tal Schuster, Tao Li, Tao Yu, Tariq Ali,
Tatsunori Hashimoto, Te-Lin Wu, Théo Desbor-
des, Theodore Rothschild, Thomas Phan, Tianle
Wang, Tiberius Nkinyili, Timo Schick, Timofei Ko-
rnev, Titus Tunduny, Tobias Gerstenberg, Trenton
Chang, Trishala Neeraj, Tushar Khot, Tyler Shultz,
Uri Shaham, Vedant Misra, Vera Demberg, Victo-
ria Nyamai, Vikas Raunak, Vinay Venkatesh Ra-
masesh, vinay uday prabhu, Vishakh Padmakumar,
Vivek Srikumar, William Fedus, William Saunders,
William Zhang, Wout Vossen, Xiang Ren, Xiaoyu
Tong, Xinran Zhao, Xinyi Wu, Xudong Shen, Yadol-
lah Yaghoobzadeh, Yair Lakretz, Yangqiu Song,
Yasaman Bahri, Yejin Choi, Yichi Yang, Yiding
Hao, Yifu Chen, Yonatan Belinkov, Yu Hou, Yu-
fang Hou, Yuntao Bai, Zachary Seid, Zhuoye Zhao,
Zijian Wang, Zijie J. Wang, Zirui Wang, and Ziyi
Wu. 2023. Beyond the imitation game: Quantifying
and extrapolating the capabilities of language models.
Transactions on Machine Learning Research.

Gemini Team, Rohan Anil, Sebastian Borgeaud, Jean-
Baptiste Alayrac, Jiahui Yu, Radu Soricut, Johan
Schalkwyk, Andrew M. Dai, Anja Hauth, Katie
Millican, David Silver, Melvin Johnson, Ioannis
Antonoglou, Julian Schrittwieser, Amelia Glaese,

7046

https://openreview.net/forum?id=uyTL5Bvosj
https://openreview.net/forum?id=uyTL5Bvosj


Jilin Chen, Emily Pitler, Timothy Lillicrap, Ange-
liki Lazaridou, Orhan Firat, James Molloy, Michael
Isard, Paul R. Barham, Tom Hennigan, Benjamin
Lee, Fabio Viola, Malcolm Reynolds, Yuanzhong
Xu, Ryan Doherty, Eli Collins, Clemens Meyer, Eliza
Rutherford, Erica Moreira, Kareem Ayoub, Megha
Goel, Jack Krawczyk, Cosmo Du, Ed Chi, Heng-
Tze Cheng, Eric Ni, Purvi Shah, Patrick Kane, Betty
Chan, Manaal Faruqui, Aliaksei Severyn, Hanzhao
Lin, YaGuang Li, Yong Cheng, Abe Ittycheriah,
Mahdis Mahdieh, Mia Chen, Pei Sun, Dustin Tran,
Sumit Bagri, Balaji Lakshminarayanan, Jeremiah
Liu, Andras Orban, Fabian Güra, Hao Zhou, Xiny-
ing Song, Aurelien Boffy, Harish Ganapathy, Steven
Zheng, HyunJeong Choe, Ágoston Weisz, Tao Zhu,
Yifeng Lu, Siddharth Gopal, Jarrod Kahn, Maciej
Kula, Jeff Pitman, Rushin Shah, Emanuel Taropa,
Majd Al Merey, Martin Baeuml, Zhifeng Chen, Lau-
rent El Shafey, Yujing Zhang, Olcan Sercinoglu,
George Tucker, Enrique Piqueras, Maxim Krikun,
Iain Barr, Nikolay Savinov, Ivo Danihelka, Becca
Roelofs, Anaïs White, Anders Andreassen, Tamara
von Glehn, Lakshman Yagati, Mehran Kazemi, Lu-
cas Gonzalez, Misha Khalman, Jakub Sygnowski,
Alexandre Frechette, Charlotte Smith, Laura Culp,
Lev Proleev, Yi Luan, Xi Chen, James Lottes, Nathan
Schucher, Federico Lebron, Alban Rrustemi, Na-
talie Clay, Phil Crone, Tomas Kocisky, Jeffrey Zhao,
Bartek Perz, Dian Yu, Heidi Howard, Adam Blo-
niarz, Jack W. Rae, Han Lu, Laurent Sifre, Mar-
cello Maggioni, Fred Alcober, Dan Garrette, Megan
Barnes, Shantanu Thakoor, Jacob Austin, Gabriel
Barth-Maron, William Wong, Rishabh Joshi, Rahma
Chaabouni, Deeni Fatiha, Arun Ahuja, Gaurav Singh
Tomar, Evan Senter, Martin Chadwick, Ilya Kor-
nakov, Nithya Attaluri, Iñaki Iturrate, Ruibo Liu,
Yunxuan Li, Sarah Cogan, Jeremy Chen, Chao Jia,
Chenjie Gu, Qiao Zhang, Jordan Grimstad, Ale Jakse
Hartman, Xavier Garcia, Thanumalayan Sankara-
narayana Pillai, Jacob Devlin, Michael Laskin, Diego
de Las Casas, Dasha Valter, Connie Tao, Lorenzo
Blanco, Adrià Puigdomènech Badia, David Reitter,
Mianna Chen, Jenny Brennan, Clara Rivera, Sergey
Brin, Shariq Iqbal, Gabriela Surita, Jane Labanowski,
Abhi Rao, Stephanie Winkler, Emilio Parisotto, Yim-
ing Gu, Kate Olszewska, Ravi Addanki, Antoine
Miech, Annie Louis, Denis Teplyashin, Geoff Brown,
Elliot Catt, Jan Balaguer, Jackie Xiang, Pidong Wang,
Zoe Ashwood, Anton Briukhov, Albert Webson, San-
jay Ganapathy, Smit Sanghavi, Ajay Kannan, Ming-
Wei Chang, Axel Stjerngren, Josip Djolonga, Yut-
ing Sun, Ankur Bapna, Matthew Aitchison, Pedram
Pejman, Henryk Michalewski, Tianhe Yu, Cindy
Wang, Juliette Love, Junwhan Ahn, Dawn Bloxwich,
Kehang Han, Peter Humphreys, Thibault Sellam,
James Bradbury, Varun Godbole, Sina Samangooei,
Bogdan Damoc, Alex Kaskasoli, Sébastien M. R.
Arnold, Vijay Vasudevan, Shubham Agrawal, Jason
Riesa, Dmitry Lepikhin, Richard Tanburn, Srivat-
san Srinivasan, Hyeontaek Lim, Sarah Hodkinson,
Pranav Shyam, Johan Ferret, Steven Hand, Ankush
Garg, Tom Le Paine, Jian Li, Yujia Li, Minh Gi-
ang, Alexander Neitz, Zaheer Abbas, Sarah York,

Machel Reid, Elizabeth Cole, Aakanksha Chowdh-
ery, Dipanjan Das, Dominika Rogozińska, Vitaliy
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A Question Examples

B Leaderboard

For a comprehensive overview of model perfor-
mance across all nine subjects, we provide detailed
leaderboard in this sectoon. Table 6 presents the
5-shot evaluation scores for 43 models, covering
a wide range of LLMs. This detailed breakdown
allows for a deeper analysis of model performance
variations across different subjects, providing valu-
able insights into the strengths and weaknesses of
each model.
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Soru Havuzu / 12. Sınıf / Biyoloji / Çoktan Seçmeli Sorular / Test - 1

12. Sınıf Biyoloji Soru Testi - 1

Doğru Cevap Sayısı: 3
Yanlış Cevap Sayısı : 7
Boş Cevap Sayısı : 0

l. Kemik iliği

ll. Göz hücresi

lll. İnsan yumurta hücresi

lV. Göbek kordonu kanı

Yukarıda belirtilenlerden hangileri kök hücre
kaynağı olarak kullanılmaktadır?

� CEVABINIZ: B � ÇÖZÜMÜ GÖSTER

Bir insanda kan şekerinin düzenlenmesini sağlayan
insülin hormonu

I. gen klonlama

II. poliploidi

III. hayvanlardan izole etme

gibi çalışmalardan hangileri ile elde edilir?

� CEVABINIZ: D � ÇÖZÜMÜ GÖSTER

Soru 1: 3740

A) Yalnız I

B) Yalnız II

C) Yalnız III

D) I ve IV

E) III ve IV

Soru 6: 3745

A) Yalnız I

B) Yalnız II

C) Yalnız III

D) I ve III

E) I , II ve III

Figure 5: Sample biology test from the EBA Platform, the original version of Figure 2 in Turkish.
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Model Source All Biology Physics Chemistry Math Turkish History Geography Philosophy R&E
GPT 4o Closed 83.1 78.0 77.0 71.0 59.0 82.0 96.0 95.0 98.0 92.0
Claude-3 Opus Closed 79.1 82.0 76.0 57.0 59.0 77.0 87.0 87.0 91.0 96.0
GPT 4-Turbo Closed 75.7 73.0 76.0 62.0 57.0 67.0 83.0 88.0 89.0 86.0
Llama-3 70B-IT Open 67.3 59.0 59.0 52.0 42.0 57.0 86.0 85.0 85.0 81.0
Claude-3 Sonnet Closed 67.3 76.0 64.0 62.0 44.0 58.0 75.0 77.0 86.0 64.0
Llama-3 70B Open 66.1 66.0 51.0 51.0 37.0 57.0 81.0 83.0 89.0 80.0
Claude-3 Haiku Closed 65.4 61.0 61.0 49.0 40.0 61.0 71.0 80.0 85.0 81.0
Gemini 1.0-pro Closed 63.2 63.0 53.0 42.0 29.0 63.0 76.0 75.0 86.0 82.0
C4AI Command-r+ Open 60.6 57.0 50.0 43.0 26.0 57.0 75.0 69.0 85.0 83.0
Aya-23 35B Open 55.6 42.0 45.0 43.0 31.0 49.0 61.0 73.0 78.0 78.0
C4AI command-r Open 54.9 52.0 44.0 38.0 29.0 49.0 65.0 67.0 78.0 72.0
Mixtral 8x22B Open 54.8 44.0 41.0 51.0 27.0 49.0 63.0 72.0 75.0 71.0
GPT 3.5-turbo Closed 51.0 47.0 43.0 38.0 39.0 45.0 58.0 57.0 72.0 60.0
Llama-3 8B-IT Open 46.4 38.0 41.0 31.0 29.0 39.0 51.0 51.0 65.0 73.0
Llama-3 8B Open 46.2 37.0 38.0 37.0 30.0 33.0 51.0 53.0 71.0 66.0
Mixtral 8x7B-IT Open 45.2 43.0 46.0 35.0 28.0 39.0 47.0 48.0 60.0 61.0
Aya-23 8B Open 45.0 40.0 42.0 35.0 23.0 31.0 53.0 52.0 69.0 60.0
Gemma 7B Open 43.6 33.0 41.0 29.0 22.0 47.0 47.0 55.0 63.0 55.0
Aya-101 Open 40.7 30.0 32.0 32.0 14.0 38.0 42.0 38.0 74.0 66.0
Trendyol-LLM 7B-C Open 38.0 28.0 31.0 32.0 18.0 35.0 47.0 51.0 55.0 45.0
Trendyol-LLM 7B-C-D Open 34.1 29.0 33.0 29.0 22.0 28.0 41.0 50.0 39.0 36.0
mT0-xxl Open 33.9 34.0 29.0 25.0 28.0 21.0 27.0 40.0 43.0 58.0
Mistral 7B-v0.2 Open 33.1 32.0 39.0 30.0 27.0 34.0 31.0 35.0 38.0 32.0
Mistral 7B-v0.1 Open 32.9 31.0 39.0 26.0 28.0 31.0 29.0 35.0 43.0 34.0
Mistral 7B-IT Open 32.0 32.0 39.0 32.0 26.0 38.0 20.0 35.0 40.0 26.0
Trendyol-LLM 7B Open 31.7 24.0 29.0 31.0 19.0 31.0 33.0 31.0 46.0 41.0
mT0-xl Open 28.1 26.0 28.0 24.0 21.0 25.0 30.0 20.0 41.0 38.0
Gemma 7B-IT Open 27.3 28.0 26.0 26.0 25.0 25.0 25.0 30.0 31.0 30.0
Phi-3-mini-4k-instruct Open 26.1 28.0 30.0 24.0 27.0 27.0 26.0 30.0 25.0 18.0
Llama-2 13B-C Open 25.8 27.0 33.0 23.0 27.0 23.0 23.0 19.0 33.0 24.0
Llama-2 13B Open 25.6 28.0 28.0 24.0 31.0 22.0 23.0 25.0 25.0 24.0
Gemini 1.5-pro Closed 25.0 23.0 22.0 19.0 24.0 47.0 14.0 29.0 25.0 22.0
mT5-base Open 23.8 26.0 25.0 19.0 19.0 21.0 30.0 28.0 23.0 23.0
Gemma 2B Open 23.4 28.0 29.0 19.0 16.0 22.0 21.0 25.0 28.0 23.0
Gemma 2B-IT Open 23.2 33.0 22.0 25.0 19.0 22.0 17.0 26.0 28.0 17.0
Llama-2 7B-C Open 23.2 19.0 25.0 19.0 26.0 19.0 23.0 23.0 27.0 28.0
Llama-2 7B Open 22.3 25.0 30.0 21.0 26.0 20.0 16.0 21.0 25.0 17.0
mT5-xl Open 21.6 25.0 23.0 26.0 15.0 22.0 20.0 18.0 19.0 26.0
mT0-large Open 21.6 16.0 16.0 27.0 23.0 21.0 19.0 19.0 26.0 27.0
mT0-base Open 21.4 21.0 19.0 21.0 25.0 19.0 22.0 18.0 22.0 26.0
Kanarya 2B Open 19.8 23.0 17.0 18.0 18.0 18.0 21.0 21.0 17.0 25.0
mT5-xxl Open 18.1 19.0 20.0 19.0 24.0 14.0 19.0 19.0 17.0 12.0
mT5-large Open 17.0 14.0 15.0 18.0 17.0 27.0 12.0 19.0 19.0 12.0

Table 6: 5-Shot Experiments for all models on TurkishMMLUsub. The Turkish column refers to the subject of the
Turkish Language and Literature, while R&E is the Religion and Ethics course.
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Model All (macro) All (micro) Biology Physics Chemistry Math Turkish History Geography Philosophy R&E
Meta-Llama-3-70B 66.0 63.3 65.4 59.6 53.4 30.6 58.0 77.9 78.7 89.8 81.1
Meta-Llama-3-70B-Instruct 66.0 63.7 62.9 62.8 53.5 35.1 57.9 76.6 80.7 87.2 77.4
c4ai-command-r-plus 59.7 56.7 51.8 48.4 42.2 25.0 56.1 74.5 73.9 87.4 77.8
Mixtral-8x22B-v0.1 55.4 53.1 49.6 48.3 44.2 32.3 46.1 63.9 66.3 79.1 68.4
aya-23-35B 53.9 50.6 45.6 47.3 36.9 24.2 47.6 62.6 66.6 81.7 72.3
c4ai-command-r-v01 53.0 50.2 45.8 43.5 36.1 26.0 48.1 62.4 65.7 80.4 68.8
Meta-Llama-3-8B-Instruct 45.8 43.4 39.5 37.8 34.9 23.9 38.8 52.3 55.9 68.2 60.4
Meta-Llama-3-8B 45.4 43.4 39.1 33.9 36.1 25.1 39.3 51.3 55.7 72.0 56.5
aya-23-8B 44.3 41.8 37.7 38.6 33.4 21.2 36.8 50.8 53.4 71.6 55.2
gemma-7b 44.1 41.9 36.4 37.8 34.4 25.6 36.5 47.9 54.0 69.0 55.2
Mixtral-8x7B-Instruct-v0.1 43.9 41.9 39.7 37.6 33.1 26.9 36.9 47.7 53.4 62.7 56.7
aya-101 40.0 37.2 30.6 30.1 29.3 19.7 37.8 44.8 45.0 68.4 54.2
Trendyol-LLM-7b-chat-v1.0 37.2 35.9 33.4 35.0 30.7 22.5 36.5 41.8 42.5 51.2 41.5
Trendyol-LLM-7b-chat-dpo-v1.0 34.4 33.4 31.2 32.1 29.2 20.5 34.2 39.1 40.3 47.6 35.7
Mistral-7B-v0.1 32.8 32.1 32.5 31.9 31.4 23.7 28.6 34.3 36.8 43.1 32.7
Mistral-7B-v0.2-hf 32.5 31.9 34.3 35.7 30.7 21.2 29.1 33.6 37.6 39.5 31.0
mt0-xxl 32.4 30.2 30.0 34.5 26.8 20.2 19.1 28.6 38.9 42.8 50.7
Mistral-7B-Instruct-v0.2 32.0 31.4 31.1 32.4 30.4 23.5 32.5 29.7 36.8 43.1 28.3
Trendyol-LLM-7b-base-v1.0 31.1 30.0 28.7 26.2 27.2 20.2 28.3 34.7 33.9 45.9 35.3
gemma-7b-it 26.9 26.4 25.4 26.2 25.7 23.3 23.7 28.9 27.2 33.4 27.9
mt0-xl 26.4 24.7 23.8 23.1 22.7 19.2 22.0 26.8 22.7 40.7 36.5
Phi-3-mini-4k-instruct 25.7 25.8 26.9 28.6 27.7 24.7 23.2 25.5 25.4 30.3 18.9
Llama-2-13b-chat-hf 24.6 24.0 23.4 31.3 23.2 20.4 22.5 26.2 22.8 32.6 19.5
Llama-2-13b-hf 24.5 24.1 25.4 25.5 23.0 21.4 22.3 24.7 24.4 29.0 24.8
gemma-2b 23.5 23.2 23.4 30.6 21.9 21.4 20.8 25.1 23.1 25.3 19.7
gemma-2b-it 23.0 23.0 23.2 21.3 23.0 22.3 22.9 23.8 22.6 27.9 20.1
mt5-base 22.4 22.1 24.0 30.1 21.9 18.6 19.1 23.1 23.1 21.1 20.5
Llama-2-7b-chat-hf 22.1 21.9 19.4 24.4 22.9 21.4 21.2 22.5 22.3 24.3 20.3
Llama-2-7b-hf 22.0 22.0 21.3 21.8 23.6 21.4 22.2 21.7 21.4 24.3 20.3
mt5-xl 21.2 21.1 22.0 19.0 23.1 20.1 20.7 20.7 20.2 19.9 25.1
mt0-large 20.4 20.2 17.7 15.9 22.7 19.9 20.6 19.9 19.1 23.0 25.1
mt5-xxl 20.3 20.4 22.6 21.3 21.1 20.8 20.4 19.6 19.0 20.9 17.2
mt0-base 20.3 20.6 18.1 17.0 23.2 21.4 20.7 20.4 21.5 21.1 18.9
kanarya-2b 19.3 19.5 20.5 18.0 17.6 20.8 19.3 19.1 20.5 20.4 17.7
mt5-large 16.9 17.0 13.9 13.6 15.3 19.1 20.0 17.4 18.2 18.0 16.8

Table 7: 5-Shot Experiments for open models on TurkishMMLU. The Turkish column refers to the subject of the
Turkish Language and Literature, while R&E is the Religion and Ethics course.
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