Defining Knowledge: Bridging Epistemology and Large Language Models

Constanza Fierro' Ruchira Dhar'* Filippos Stamatiou?
Nicolas Garneau’ Anders Sggaard'*
"Department of Computer Science, University of Copenhagen
i Center for Philosophy in Artificial Intelligence, University of Copenhagen

Abstract

Knowledge claims are abundant in the litera-
ture on large language models (LLMs); but can
we say that GPT-4 truly “knows” the Earth is
round? To address this question, we review
standard definitions of knowledge in epistemol-
ogy and we formalize interpretations applicable
to LLMs. In doing so, we identify inconsis-
tencies and gaps in how current NLP research
conceptualizes knowledge with respect to epis-
temological frameworks. Additionally, we con-
duct a survey of 100 professional philosophers
and computer scientists to compare their prefer-
ences in knowledge definitions and their views
on whether LLMs can really be said to know.
Finally, we suggest evaluation protocols for
testing knowledge in accordance to the most
relevant definitions.

1 Introduction

NLP researchers have used the term knowl-
edge somewhat haphazardly in the context of large
language models (LLMs), e.g., discussing “knowl-
edge contained in language models” (Jiang et al.,
2020), their “knowledge gaps” (Feng et al., 2024b),
or how “LLMs encode knowledge” (Farquhar et al.,
2023), and “model’s internal knowledge” (Kass-
ner et al., 2023). Petroni et al. (2019) defined an
LLM to know a fact if it correctly completes a
cloze sentence such as “The capital of Germany is
__”, which are typically generated directly from
so-called knowledge graphs. Many have evalu-
ated knowledge in this way (Jiang et al., 2020;
Paik et al., 2021; Dai et al., 2022; Kassner et al.,
2020, 2021a; Keleg and Magdy, 2023, inter alia).
However, the predictions of semantically equiva-
lent cloze sentences can be inconsistent! (Elazar
et al., 2021; Kassner and Schiitze, 2020; Fierro and
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'An LLM may predict Berlin in the above, but Hamburg
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for “The city which is the capital of Germany is called __”.
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Figure 1: From our survey (§4): Philosophers and com-
puter scientists prefer different definitions of knowl-
edge.
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Se@gaard, 2022), leading to question the meaningful-
ness of knowledge claims. Should we then require
an LLM to predict correctly all the paraphrases
of a given fact to say it knows it? What about re-
lated facts? Can we really say that an LLM knows
that ‘Lionel Messi plays for Inter Miami’ if it does
not know that ‘Lionel Messi resides in Miami’?
What, then, are sufficient conditions for saying an
LLM knows? Or more generally, can LLMs know
anything? That is:

Can LLMs have bona fide knowledge?

Whether LLMs know, or in what sense, depends
on how knowing is defined. Determining what inter-
nal knowledge LL.Ms possess could have important
implications on their trustworthiness, as knowledge
modulates our trust in agents (Hardwig, 1991; Ped-
erneschi, 2024). We tend to lose trust in others
when they do not appear to know what we con-
sider basic facts. Furthermore, studying knowledge
in LLMs could potentially have implications for
epistemology itself (Cappelen and Dever, 2021).

Recent works have approached the question
of how to define knowledge, considering addi-
tional requirements for determining what an LLM
knows. Some require correct predictions across
paraphrases (De Cao et al., 2021; Zhong et al.,
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p is known if and only if Philosopher
tb-knowledge p is true, and p is believed™ Sartwell (1992)
j-knowledge  pis true, p is believed, and p is justified Nozick (2000)
g-knowledge  p is known sui generis Williamson (2005)
v-knowledge p is inferred with intellectual virtue Zagzebski (1999)
p-knowledge p is believed and facilitates correct predictions Austin (2000)

Table 1: Five standard definitions of knowledge in philosophy, i.e., knowledge-that p (where p is a proposition).
The naming is arbitrary and motivated by keywords. See Appendix A for formalizations in epistemic modal logic.

2023b), and others additionally require correct pre-
dictions on logically derived facts (Kassner et al.,
2021b; Cohen et al., 2024). However, so far, NLP
research has approached knowledge claims in a
somewhat arbitrary manner, driven by what seems
to make sense intuitively when discussing knowl-
edge. Since philosophy has long tried to define
what it means to know, we turn to epistemology
to better ground our definitions of knowledge for
LLM:s.

Contributions We survey the most commonly
used definitions of knowledge in epistemology, and
discuss and formalize how to map these definitions
to LLMs. We compare current research of knowl-
edge in LLMs to our formal definitions, identi-
fying shortcomings in evaluation practices. We
present the results of our survey to philosophers
and computer scientists about their views on LLMs
and knowledge, finding disagreements about when
LLMs can be said to know. These disagreements
seem to arise from adherence to slightly different
definitions of knowledge (Figure 1). Finally, we
provide protocols that follow the epistemological
definitions for evaluating and testing knowledge in
LLMs. We hope that the connection we provide
to epistemology can inform better evaluations and
claims regarding knowledge in LL.Ms.

2 Definitions of Knowledge

While the NLP research community’s use of the
word knowledge has been somewhat unclear, in
philosophy there is a long tradition of trying to
pin down exactly what is involved in knowledge
claims. Knowledge — or propositional knowledge,”
to be precise — is what is at stake when we say
that ‘x knows that p° where x is an entity whose
knowledge is under question, and p is a declara-

ZKnowledge is not always propositional; there is also what
is referred to as knowledge-how, which is related to perfor-
mance, i.e., knowing how to perform an action (Ryle, 1949).

tive statement.’> But what are the necessary and
sufficient conditions for knows here? We review
5 definitions of knowledge (see Table 1),* and we
interpret and formalize a corresponding definition
for LLMs. In §3, we discuss if these definitions are
used in the LLM literature, and whether evaluating
knowledge claims under them is feasible or not.

2.1 True beliefs (tb-knowledge)

Sartwell (1992) defines knowledge as a belief that
is true, that is ‘x believes that p’ and ‘p is true’.
Mary can on this account believe the capital of Ger-
many is Hamburg, but since Hamburg is not the
capital of Germany (Berlin is), Mary cannot be said
to know that the capital of Germany is Hamburg.
Sartwell argues that there is no need for more re-
quirements for what is knowledge, as long as one
has a solid definition of belief. A lucky guess does
not qualify as knowledge because, in Sartwell’s
view, a guess is not a belief. Sartwell (1992) re-
quires, in his definition of beliefs, that beliefs are
coherent. As Sartwell puts it, “no belief stands in
1solation; I cannot have the belief that Goldbach’s
conjecture is true and fail to have any related be-
liefs. The belief is constituted as a belief within a
system of beliefs.” Thus we define,

Definition 2.1 (belief). An LLM M believes p <—>
p is assigned high confidence.’

Definition 2.2 (belief"). Let p, q be propositions.
A proposition p is believed™ <=

31f, for example, x= “John” and p="“Berlin is the capital
of Germany”, we can say that x knows p, if John knows the
fact that Berlin is the capital of Germany.

*We have selected five popular epistemological definitions
of knowledge, which are among the most common and formal.
However, we acknowledge that other perspectives on episte-
mological knowledge exist. Nonetheless, we believe these five
definitions can serve as a solid foundation.

5This does not simply refer to the output probability as-
signed to the proposition p, as most models could assign fairly
high probability to any grammatical sentence, but rather to M
assigning high confidence to p relative to other values that p
could take.
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1. pis believed.
2. Vq st. p = q, then q is believed.
3. Bq st. q is believed Nq = —p.

That is, p is believed (Def. 2.1), any other proposi-
tion that follows logically from p is also believed,
and p is consistent with any other proposition that
is believed (by the same system).® Thus,

Definition 2.3 (tb-knowledge). An LLM M tb-
knows p <= pis true N M believes™ p.”

2.2 Justification (j-knowledge)

Nozick (2000) takes another approach and defines
knowledge as justified true beliefs,® with a less
strict definition of belief of the sort ‘x thinks that p’
and  has some justification for thinking it.” Noz-
ick (2000) posits that a lucky guess is not knowl-
edge because a guess is not justified. Thus, for
LLMs:

Definition 2.4 (j-knowledge). An LLM M j-knows
p <= pistrue N M believesp N M (or M’s
inference that p) is partially interpretable (justi-

fied).1°
2.3 Sui generis (g-knowledge)

Williamson (2005) argues for a relativist and primi-
tive view of knowledge, where the truthfulness of p
is relative to the agent. Knowledge, on this view, is
sui generis which is a legal term literally meaning
‘of its own kind’ or ‘unique’. Williamson (2005)
argues that we can’t analyze knowledge in terms
of other requirements or atomic concepts (belief
and justification) because knowledge is the atomic
concept, which in effect explains what a belief or a
justification is and not the other way around.!!

81 I believe in Goldbach’s conjecture (any even number
greater than two is the sum of two primes), I have to believe
the definition of prime numbers, and I can’t believe 1+1=3.

"Our definitions are semi-formal. In epistemic logic, this
would be expressed as Osp < p A O p. See Appendix A, for
epistemic logic formalizations of our knowledge definitions.

8The idea that knowledge may require some kind of justifi-
cation goes back at least to Plato (Plato, 2019, 187b-201c¢). In
the Theaetetus, the definition of knowledge as true judgement
is ultimately rejected, before arguing that some sort of account
is necessary for knowledge (Plato, 2019, 201d-210a).

°E.g: Mary thinks there are five oranges on the table, be-
cause she counted them up. There really are five oranges; so
Mary knows there are five oranges on the table.

1%We take this to mean that M can, possibly from ad-hoc
methods, provide a rationale for p (Joshi et al., 2023).

"In his view, a belief is an attempt at knowing, if I believe
the tree in front is a Sequoia then I will act as if I know it.
Thus, belief is explain through knowledge and not the reverse.

Definition 2.5 (g-knowledge). An LLM M g-know
p <= M includes p in its knowledge bank.

We discuss below (§3) what, precisely, it means
for propositions to be included in an LLM’s knowl-
edge bank. The core intuition is that there is some-
thing akin to a knowledge box (Fodor, 1985) from
which known propositions can be extracted. One
extreme version would be if the LLM is its own
knowledge box, meaning an LLM g-knows what-
ever it outputs, but g-knowledge could also be seen
as a modular component in LLM architectures.

2.4 Virtue (v-knowledge)

The virtue definition of knowledge became popular
in the 1980s (Sosa, 1980; Greco, 1993). Zagzebski
(1999) used it to address the challenge from Gettier
cases'? of the justified true belief definition, and
states that knowledge is belief arising out of acts
of intellectual virtue. As Zagzebski (1999) puts
it, “virtues are properties of persons. Intellectual
virtues are properties of persons that aim at intel-
lectual goods, most specially the truth.” An act of
virtue is an act in which there is imitation of the
behavior of virtuous persons and success in reach-
ing the end for that reason. Therefore if the end is
reached by accident and not as a consequence of
the virtuous action then it is not considered an act
of virtue.!? So we need to define that an LLM is
behaving in a virtuous way, that is, it is aiming at
the truth and arriving to a prediction as a result of
this aim, thus,

Definition 2.6 (v-knowledge). An LLM M v-knows
p <= pistrue N M believes p \ M’s cause for
believing p is motivated only by truthfulness.

2Gettier (1963) challenged Nozick’s definition of knowl-
edge as (j-knowledge) by citing a case where justified true
belief would not imply knowledge: John sees a sheep in the
field and forms the belief that there is a sheep in the field. The
sheep that he saw is in fact a dog, but there is a sheep in the
field, occluded from John’s vision. In this case, John had a
true belief, as well as a justification (‘I saw it with my own
eyes’) but his justification was false, and John really arrived at
the right conclusion out of sheer luck (Chisholm et al., 1989).

BE.g: A judge determines by an impeccable procedure
and motivated by justice that the man is guilty. The judge
does everything he ought to do and exhibits all the virtues
appropriate in this situation. Nonetheless, for some accidental
reason the accused is the wrong man (e.g. the evidence was
fabricated). Suppose that the actual killer is secretly switched
with the accused man, so the judge ends up sentencing the
right man (Zagzebski, 1999). Here, a feature of luck has
cancelled out the bad and the end has been reached, but not
because of the virtuous act of the judge.
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2.5 Predictive accuracy (p-knowledge)

For Austin (2000), to know means to be able to
make correct and relevant assertions about the sub-
ject in question. If M p-knows p, M believes p,
and believing p facilitates correct and relevant pre-
dictions. Austin’s definition is pragmatic. For him
“believing in other persons, in authority and testi-
mony, is an essential part of the act of communi-
cating”, and knowledge is the belief that works out
over time. Austin (2000) states that knowledge is
relevant true belief under deductive closure; that
is, if the subject knows p, and believing p implies
believing ¢ (with g relevant), then ¢ must be true
(and therefore the subject knows ¢ as well). Thus,
p facilitates relevant and correct predictions (gq).
This is similar to tb-knowledge, in which belief™
is epistemically closed, however, in tb-knowledge
the closure scopes over all propositions g, not just
the relevant ones. Moreover, since the definition is
pragmatic, the deductive closure is only probabilis-
tic.

Definition 2.7 (p-knowledge). Let p, q be relevant
propositions st. believing p —> believing q.
Then, an LLM M p-knows p <= M probably
tb-knows p N\ M probably tb-knows q.

Relevance is ambiguous and could be defined as
p and g being relevant for each other, i.e., ¢ being
relevant for knowing p; or p and ¢ being relevant
for performing a target task (see §5).

3 Knowledge in NLP Research

Now, we discuss perspectives from NLP research
on what constitutes knowledge, and how these align
with the definitions we extracted from the philo-
sophical literature.

tb-knowledge Most knowledge probing work
seems to rely (loosely) on tb-knowledge or p-
knowledge. Namely, works related to measuring
knowledge encoded in LLMs (Petroni et al., 2019;
Jiang et al., 2020; Wallat et al., 2020; Roberts et al.,
2020; Paik et al., 2021; Dai et al., 2022; Kassner
et al., 2020, 2021a; Dhingra et al., 2022; Chalkidis
et al., 2023; Keleg and Magdy, 2023; Qi et al.,
2023; Fierro et al., 2024b, inter alia), understand-
ing the mechanisms of recalling (Dai et al., 2022;
Geva et al., 2023; Sharma et al., 2024), knowledge
edits (Meng et al., 2022; Hase et al., 2023a; Meng
et al., 2023; Wang et al., 2024), and analyses of
LLM’s knowledge vs contextual factual informa-
tion (Neeman et al., 2023; Yu et al., 2023). These

works follow the LAMA protocol (Petroni et al.,
2019), where propositions {p} are derived from
knowledge graphs,'# and an LLM is said to know p
if it predicts p correctly in a fill-in-the-blank state-
ment. Since p is true (from a knowledge graph)
and believed (predicted) by the LLLM, the LLM is
said to know p.!> However, such work fails to ad-
dress the fact that tb-knowledge relies on p being
believed™, or that p-knowledge requires epistemic
closure over relevant propositions.'® We discuss
how best to evaluate whether an LLM believes™ p
in §5.

Some works propose to enhance the LLM with
an extra component to ensure more consistent be-
liefs; a so-called belief bank (Kassner et al., 2021b)
or reflex layer (Kassner et al., 2023). This ex-
tra component is optimized for consistency via
weighted MaxSAT (Park, 2002), and it is used to
prompt the model to be consistent to its previous
stated beliefs (Kassner et al., 2021b), or it is di-
rectly used to determine the system’s prediction
(Kassner et al., 2023). Both works aim to rely on
tb-knowledge, where the extra component approx-
imates belief*.!” However, it is only an approxi-
mation as the extra component is not necessarily
fully consistent and the entailed facts are sampled.
This approximation would not be a problem if we
consider their approach to be under p-knowledge,
although in that case the entailed facts should be se-
lected according to some measure of relevance. Fur-
thermore, Kassner et al. (2023) are slightly incon-
sistent in how they use the term knowledge, e.g., us-
ing interchangeably “model beliefs”” and “models’
internal knowledge”, if these were to be the same
then they would be talking about g-knowledge.

j-knowledge Hase et al. (2023b) adheres to j-
knowledge, but they study LLMs’ beliefs and not
its knowledge as they argue “in a traditional view of
knowledge as Justified True Belief, it is relatively
more difficult to say that an LM knows something
rather than believes it”. Nonetheless, they align

“E.g.:https://www.wikidata.org/

5Note that under this framework we only need to find one
surface form of p for which the LLM predicts it correctly to
say that it knows p.

*Knowledge edits works usually have a mismatch in
their definition of knowledge, as they employ true belief (tb-
knowledge without belief) to determine the set of facts that
the model knows. But then evaluate the success of an update
by measuring correct predictions of paraphrases, and thus
accounting to some extent for belief™.

"They track consistency and accuracy to compare systems.
Consistency measures the approximation of tb-knowledge,
while accuracy only accounts for belief (Definition 2.1).
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their experiments with the belief™ definition by
measuring beliefs consistency under paraphrasing
and entailment.

A justification for j-knowledge could be pro-
vided in different ways, namely, post-hoc attri-
bution to training data using attribution methods
(Hampel, 1974; Koh and Liang, 2017; Pruthi et al.,
2020; Akyurek et al., 2022), logical derivation with
a chain-of-thought mechanism (Wei et al., 2022),
generation of factual statements with citations to
sources (Gao et al., 2023; Menick et al., 2022;
Fierro et al., 2024a), or potentially as Jiang et al.
(2021) proposed, the probability of a calibrated
language model could be use as justification to dif-
ferentiate between mere beliefs and knowledge. In
any case, the jury is still out on which justifica-
tion procedures are valid and/or superior, but note
that all these methods seem to require partial inter-
pretability.

g-knowledge One extreme interpretation of the
knowledge bank in g-knowledge’s definition is rel-
ativist and deflationary: An LLM knows p if it
asserts p, simply by generating it. This conflates
assertion and true knowledge, and as such, beliefs
and knowledge. A more interesting interpretation
would be to assume that LL.Ms have distinct mem-
orization strategies for knowledge and learn to in-
duce modular knowledge components. While some
LLM researchers have explored memorization com-
ponents (Dai et al., 2022; Meng et al., 2022), no one
has, to the best of our knowledge, identified knowl-
edge components. Some researchers insert devoted
knowledge layers (Dai and Huang, 2019; Kassner
et al., 2021b, 2023; Feng et al., 2024a; Liu et al.,
2024), which could be interpreted as the knowledge
box, but it remains to be seen if such layers permit
unambiguous extraction of knowledge claims.

v-knowledge If knowledge can only be inferred
with intellectual virtue, then the difficulty lies iden-
tifying intellectual virtues for LLMs. How to test
for predictions that are acts of intellectual virtue
is an open question. However, we could consider
using training data attribution methods as proof of
such acts. Another promising avenue is mechanis-
tic interpretability, if we could distinguish factual
recall (Geva et al., 2023) from guessing (Stoehr
et al., 2024) mechanisms. This distinction would
relate in interesting ways to the epistemological
view of proper functioning (Plantinga, 1993). Yad-
kori et al. (2024) suggest making such a distinction

is feasible for some models.

In recent works, Biran et al. (2024) address the
intellectual virtue condition to some extent by only
analyzing the model’s virtue knowledge. They do
this by filtering out facts p that the model can cor-
rectly predict without using critical components in
the input, thereby merely guessing the fact (acting
unvirtuous). This is a step in the right direction,
but a more in depth detection of the inner work-
ings of the model is necessary to filter out all the
non-virtuous predictions.

Note that if we interpret the detection of a virtue
act can be viewed as a model justification and then
it is somewhat unclear what would distinguish j-
knowledge from v-knowledge. This is unsurprising,
however, since v-knowledge can be seen as an at-
tempt to flesh out what justification turns on (Greco,
1993). As we insist on concrete methodological
interpretations, the two definitions of knowledge
may coincide.

p-knowledge In the context of editing factual
knowledge in LLMs, Zhong et al. (2023a); Cohen
et al. (2024) propose to not only evaluate the modi-
fied fact itself, but also to evaluate related facts. For
example, if we edit an LLLM to predict that Lionel
Messi now plays in a different football team, then
a successful edit should also modify the league in
which he plays and the country where he resides.
Such evaluation follows the p-knowledge defini-
tion, particularly since they focus on evaluating
only logically related facts (i.e., only the relevant
ones) that are two hops away from the subject or
object in question. This type of evaluation could
be directly applied to measure the knowledge of
the LLM, not just to assess the update accuracy of
edits.

The logically related facts to evaluate could also
be defined in terms of task relevance. For example,
in the context of legal knowledge, Chalkidis et al.
(2023) studied the relevance of the knowledge pos-
sessed by an LLM for downstream performance in
legal classification tasks.

4 Survey Results

To determine how researchers think about knowl-
edge, we turn to our survey of how computer
scientists and philosophers. We had 105 respon-
dents, out of which 50.4% considered themselves
philosophers, 36.2% considered themselves com-
puter scientists, 2.3% both, and 10.5% none of the
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large language models?
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Figure 3: Epistemology understanding of respondents.

two.!® Most respondents from computer science
reported a better understanding of LLMs compared
to philosophers (see Figure 2) while the majority of
philosophers reported better understanding of epis-
temology compared to 40% of computer scientists
(see Figure 3). See Appendix B for more details.

4.1 Questions on Knowledge Definitions

We asked our respondents to indicate from 1-5 if
they disagree completely (1) or agree completely
(5) with statements that verbalized our knowledge
definitions. See Figure 1 and 4 for a summary
of the results. In brief, philosophers disagreed
with tb-knowledge, with 49% selecting 1-2, while
the computer scientists agreed more, with 52% se-
lecting 4-5. Philosophers were divided about j-
knowledge, with a slight tendency to agree (33.9%
chose 1-2 and 47% chose 4-5). Here, they were
in some agreement with computer scientists, 57%
of whom selected 4-5. Philosophers disagreed
strongly with the g-knowledge definition (84% an-
swers 1-2), whereas computer scientists tended to
disagree (57% answers 1-2). Everyone seemed to
like v-knowledge better, with philosophers select-
ing 4-5 62% of the time, and computer scientists

'8Some considered themselves mathematicians, cognitive
scientists, cultural theorists, etc.

Disagreement on Definitions of Knowledge by Profession
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Figure 4: Disagreements on epistemological definitions
of knowledge.

selecting 4-5 57% of the time. Philosophers dis-
agreed with p-knowledge, since 60% selected 1-2;
whereas computer scientists seemed more divided,
with 36% choosing 1-2 and 31% choosing 4-5.

Overall, the survey shows that j-knowledge and
v-knowledge are the most accepted across the two
groups. tb-knowledge has more mixed results. .
The disagreement with p-knowledge is somewhat
surprising, since this aligns well with practical
evaluation methodologies in the LLM literature.?’
On the other hand, there is an agreement among
philosophers and computer scientists to reject the
g-knowledge definition.

4.2 General Questions

Can non-human entities know? Both computer
scientists and philosophers generally agree that
non-human entities can possess knowledge (see
Figure 5a). Disagreement within each group is rela-
tively low, with 7% among computer scientists and
22% among philosophers.?!

Should knowledge be defined differently for hu-
mans and non-humans? Computer scientists
generally believe that knowledge should be defined
differently for humans and non-humans, while
philosophers are more divided. Among philoso-

This could either reflect the philosophers’ knowledge of
the challenges to such definitions of knowledge, or it could
reflect the fact that we did not discuss the implications of
epistemic closure in the survey (for brevity). In the absence of
epistemic closure, maybe some philosophers felt inclined to
disagree with this definition.

20ne possible explanation was our use of the word “use-
ful” in the survey. This word was intended to convey p-
knowledge’s pragmatic flavor, but may have misled some
respondents to think that all knowledge has to be directly
useful for some user-defined goal.

2 This question is intentionally ambiguous, e.g., animals
could be consider as non-human entities. We aim to find out
whether people think differently about LLMs compared to
general non-human entities.
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Can Non-Humans Know?

Should knowledge be defined differently
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(a) Survey answers to “Can non-human entities know?”.

Do LLMs Know (empirically, now)?
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(b) Survey responses on defining global or specific knowledge.

Can LLMs Know (in theory)?
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(c) Survey results to the question of LLMs having knowledge.
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(d) Survey results on LLMs being able to have knowledge.

Figure 5: Four of the survey questions and their respective answers.

phers, 33% think it should be different, and 30%
think it should be the same. Among computer sci-
entists, 44% think it should be different, and 34%
think it should be the same (see Figure 5b).

Do LLMs know (empirically, in practice, now)?
There is a significant difference in opinion between
philosophers and computer scientists. Philosophers
largely disagree, with 54% saying no and only 11%
saying yes. In contrast, computer scientists are
more divided, with 31% saying no, 34% saying
yes, and the remaining respondents undecided or
unclear (see Figure 5c). Computer scientists, in
other words, evaluate LLM knowledge claims more
positively.

Can LLMs know (in theory)? When consider-
ing the question theoretically (as opposed to in
practice), approval increases in both groups (see
Figure 5d). Among philosophers, 24% now say yes
and 33% say no, showing a more divided opinion.
Among computer scientists, 55% say yes and 21%
say no, indicating that most believe LLMs can pos-
sess knowledge.

The survey results thus indicate that scholars from
both epistemology and computer science think that
the notion of knowledge for LLMs is not a trivial
one. Despite differences in opinion, two key points

emerge: most scholars believe non-humans can
possess knowledge, and LLLMs have the potential
to "know" in some sense.

5 Best Practices

Given our discussion of mapping knowledge defi-
nitions to LLMs and the results of our survey, we
provide possible protocols for evaluating knowl-
edge of LLMs in relation to each discussed defini-
tion.”> We also provide a really simple example
to contrast in a more practical manner some of the
definitions. We use Llama-3-8B-Instruct?® with
greedy decoding for generating completions.?*

Protocol for th-knowledge A protocol for evalu-
ating knowledge of p as per Definition 2.3 would
involve evaluating the three conditions for belief™
(Definition 2.2), which can be done by evaluating
model confidence in the true statement itself, as
well as in all that follows logically from the true
statement. The model should, of course, have low
confidence in statements that could imply —p.

2We provide practical examples on how the definitions
could be implemented with the current research. However
these protocols may change completely in the future as we
better understand the inner workings of LLMs and develop
new methodologies and algorithms.

23https: //github.com/meta-1lama/llama3

*We use the system prompt: “You are a helpful chatbot
that aims to be truthful.”
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Most current work (§3) evaluates model confi-
dence in p, but to assert tb-knowledge in LLMs, we
must also evaluate model confidence in all that is
implied by p. In our small example (Table 2), we
evaluate whether Llama-3 knows

p = ‘Platypuses are mammals’

We first test model confidence in the answer to
‘Are platypuses mammals?’ being yes. We then
evaluate the epistemic closure by evaluating model
confidence in facts that follow logically from the
platypuses being a mammal, e.g., ‘Do platypuses
have hair or fur?” For this question, the model
has more confidence in the answer yes, they have
fur. We now prompt the model ‘Do mammals lay
eggs?’, and the model answers no. Its answer to
‘Do platypus lay eggs?’ is yes. Therefore, the
model believes

q = ‘Platypuses lay eggs and mammals do not’

which implies —p, thus violating condition 3 from
the belieft definition; leading us to conclude that
Llama-3 does not tb-know p.>

Protocol for j-knowledge If we subscribe to j-
knowledge — which many computer scientists do
(§4) — then we need to have a two part protocol:
(1) Same as in tb-knowledge the model’s confi-
dence in the true statement should be high; and
(2) we must also attribute this belief to a training
data which unambiguously states p, or reasoning
that justifies how p can be derived from already
established propositions.?®

In our running example, we obtain a justification
by prompting Llama-3 with ‘Are platypus mam-
mals? Please explain step-by-step’, for which the
model generates the definition of a mammal, platy-
pus characteristics corresponding to mammals’ fea-
tures, and explains that platypus are mammals even
though they do not comply with all the mammals’
features (exact answer in Appendix C). By estab-
lishing that the intermediate reasoning steps are
correct (the characteristics of mammals and platy-
pus) we can conclude that Llama-3 j-knows p.%’

*In this example conditions (2) and (3) have been tested
with only one proposition that follows logically, but in real-
ity one should obviously sample from a large enough set of
propositions. We have also used greedy decoding but different
approaches to high confidence can be used.

2See §3 for references to current methodologies of reason-
ing and training data attribution.

2"We have used chain-of-thought prompting in this example,
however it should be noted that the reasoning steps need to

be verified for this to be a valid justification (Golovneva et al.,
2023; Jacovi et al., 2024).

Protocol for g-knowledge If by g-knowing p
we simply mean the ability to state p, then g-
knowledge will not do much work for us. On such
an account, knowledge becomes indistinguishable
from beliefs. In line with our discussion in §3, we
generally recommend to adopt other definitions.

Protocol for v-knowledge The v-knowledge def-
inition seems to be quite popular among both
philosophers and computer scientists. In §3, we
cited possible interpretations of intellectual virtue
in LLMs. Training data reliability assessments
could involve attributing the inference of p to train-
ing data that contains p, and showing that the model
knows this data is reliable, e.g., by using a linear
probe to see whether the model successfully distin-
guishes reliable from unreliable training data. On
the other hand, if the model infers p from in-context
data that we know is reliable, we need to show that
the model is indeed generating the proposition us-
ing the provided in-context knowledge, e.g., via
mechanistic interpretability (Yu et al., 2023; Wu
et al., 2024).

Protocol for p-knowledge If knowledge is some-
thing that facilitates correct predictions, we need to
be able to sample from the set of relevant situations.
This is of course a familiar challenge to LLM re-
searchers interested in evaluating performance in
the wild. We propose to evaluate p-knowledge as
we would evaluate tb-knowledge, albeit in a prob-
abilistic setting, and only over the relevant set of
implied propositions.”® While computer scientists
prefer tb-knowledge over p-knowledge (by some
margin; see §4), the definition of p-knowledge
seems more in line with current practices in the
LLM community. Following with the example in
Table 2, here, we would conclude that Llama-3 p-
knows ‘Platypuses are mammals’, as opposed to
tb-knowing. Since even though believing mammals
do not lay eggs, is in contradiction with p, ¢ is true
most of the times.

2This seems to make the p-knowledge definition strictly
weaker than tb-knowledge, with the implication that any
model that tb-knows p will also p-know p. This conclusion
depends on whether our notion of model usefulness is limited
to knowledge. If we can dissociate knowledge performance
from task performance and talk about model usefulness only
in terms of knowledge, it holds that p-knowledge is strictly
weaker than tb-knowledge. If not, we must add the additional
requirement that models perform well on the domain they are
supposed to be knowledgeable about.
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6 Conclusion

In this paper, we reviewed epistemological defini-
tions and formalized interpretations in the context
of large language models (LLMs). Then, we ex-
amined how existing works in NLP research align
with these definitions, highlighting gaps in their
interpretations of knowledge. Furthermore, we pre-
sented the results of our survey of philosophers and
computer scientists, showcasing the different views
in terms of definitions of knowledge and whether
LLMs can be said to know. Finally, we outlined
protocols of evaluations for each knowledge defini-
tion using existing algorithms and methodologies.
We hope that the connection to epistemological def-
initions of knowledge can inform the evaluations
of knowledge in LLMs and can provide a more
solid foundation for the necessary tests to deter-
mine when an LLM truly knows a fact.

Limitations

We presented five standard definitions of knowl-
edge in philosophy. However, there are more nu-
ances and potentially additional definitions that
could apply, nonetheless, we believe these are
the most standard and serve as a starting point
to ground the evaluations of knowledge in LLMs
more formally. Regarding Section 3, there are cer-
tainly more works evaluating knowledge in LLMs
that could be included. Nonetheless, we included
as many as possible and believe these lay out the
current landscape of knowledge evaluation. Finally,
as stated in the main body, the protocols are practi-
cal methodologies that may become irrelevant as
more research on LLMs is conducted. However, we
included them here to clarify how the definitions
can be implemented in practice.
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A Epistemic logic

The syntax of standard epistemic logic is defined
by:

6 p| -] (6AY)| 06| O
The veridicality principle (also known as axiom
T) that what is known, is also true, is expressed as
follows: O¢ — ¢. We will distinguish between
different definitions of knowing by subscripting the
modal operators. One standard epistemic logic is
the so-called S4 logic, axiomatized as follows:

K O(¢ = ¢) — (O¢ — OY)
T O¢ — ¢
4 O¢p — 0O0¢

Axiom 4 is also called the principle of positive
introspection. This is not the only epistemic modal
logic on the table, but it suffices for our purposes.
We extend S4 in various ways to accommodate
for the five definitions. Specifically, v-knowledge
introduces the concept of virtue, and p-knowledge
relies on some notion of empirical risk. The virtue
definition of knowledge introduces a new operator
that does not satisfy the veridicality principle T.
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tb-knowledge A naive implementation of knowl-
edge as true belief falls out of S4 and the principle
called KB1, which goes all the way back to Plato:

Osp — <o

Sartwell (1992), however, relies on an extended
notion of belief which we will have to formalize,
also. Let us introduce a new operator & and call
the epistemic closure principle for this operator for
+:

O Ogp — OFp
+ Ofp = ((p—=q) = Oq)

One way to express that belief is consistent is by
the principle:

oL

j-knowledge The idea of justified true beliefs
calls for so-called justification logic (Artemov,
2008) with justification operators:

0,0 —t:¢

Justification logic can be axiomatized in differ-
ent ways, but these details go beyond our main
concerns here.

g-knowledge If we insist on a sui generis inter-
pretation of knowledge in S4, we would have to in-
troduce a new operator, say {. This operator would
have very different properties from the standard
epistemic modal logic O-operator. T would not
apply. K would apply, and knowledge would still
be required to be consistent. It is unclear whether
4 would apply to the t-operator. A minimal axiom
system could, perhaps, be something like this:

T (¢ = ¢) = (T¢ = 1¢)
0-fL
We leave further details open.

v-knowledge Virtue reliabilist accounts of
knowledge and justification are versions of epis-
temological externalism. Sosa characterizes an in-
tellectual virtue, very generally, as “a quality bound
to help maximize one’s surplus of truth over error’
(1991: 225). For most virtue reliabilists, intel-
lectual virtue is what leads to justification, and
virtue-based knowledge definition are therefore of-
ten formalized in justification logics.

i

Oup —t:¢
but with slightly different model-theoretic se-
mantics than O,,.

p-knowledge Definition 2.7 translates into the
following in an extended probabilistic version of
S4:

Oup = Op A P(Oq | p— q) > 0.95

which is taken to mean that the definition of
p-knowing p (O,p) is that you believe p (Cp),
and g follows from p, then you probably also be-
lieve ¢, i.e., the probability of you believing ¢
(P(®q | p — q)) is higher than some threshold,
say 0.95. This is simply the probabilistic version
of tb-knowledge. The definition of p-knowledge
also requires pragmatic usefulness. One way to
formalize this is in terms of empirical risk on rele-
vant benchmarks. An alternative is formalization
through relevance logics (Urquhart, 1972).

B Survey Details

We recruited professional LLM researchers and
philosophers through Computer Science and Phi-
losophy mailing lists, research groups mailing lists,
and point of contacts of the authors at other univer-
sities. All respondents participated free of charge
on a completely voluntary basis. The respondents
were informed about the intended use of the survey.
The full instructions was:

The <X> is running a survey about the re-
lationship between knowledge and Large
Language Models (LLMs). We are inter-
ested in getting as many perspectives as
possible, especially from philosophers
and computer scientists. The survey
should not take more than 5 minutes of
your time.

We first ask general questions about the respon-
dent and their knowledge of language models and
epistemology (Figure 6). Then, we present an ex-
ample to motivate the informal knowledge defini-
tions (Figure 7), and we ask to rank the definitions
in a Likert scale (Figure 8). Finally, we ask ques-
tions related to whether LLMs can be said to know
(Figure 9).

C Protocols Example

See Table 2.
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Do you primarily identify as a: *
O Philosopher

O Computer scientist

O None of the above

O Other:

Do you have any experience with programming?

O Yes
O No

Have you ever used a large language model (e.g. ChatGPT)?

O Yes
O No

How would you describe your understanding of large language models? *

O Very limited

(O Limited

O Neither limited nor comprehensive
O Comprehensive

O Very comprehensive

How would you describe your understanding of epistemology? *

O Very limited

O Limited

(O Neither limited nor comprehensive
(O comprehensive

O Very comprehensive

Figure 6: First part of questions from our survey.

Consider the following scenario:

For decades, a few scholars have argued that Sir Francis Bacon wrote some of
Shakespeare's plays, including 'Hamlet'. Last year, through a combination of
forensic analysis and DNA analysis, a scientist established the authorship of
'Hamlet' by Sir Francis Bacon as a scientific fact.

Now, please indicate the extent to which you agree with each of the following
statements:

To know that Sir Francis Bacon is the author of ‘Hamlet' is to state that it is so. *

O O O O O

| disagree completely | agree completely

To know that Sir Francis Bacon is the author of ‘Hamlet' is to be confident thatit *
is so if and only if the scientist established Sir Francis Bacon to be the author of
‘Hamlet'.

O o0 O O O

| disagree completely | agree completely

To know that Sir Francis Bacon is the author of ‘Hamlet' is to be confident thatit  *
is so, if and only if the scientist found Sir Francis Bacon to be the author of
‘Hamlet’, and you are aware of the study, possibly including the process by which
this fact was established.

O 0 O O O

| disagree completely | agree completely

To know that Sir Francis Bacon is the author of ‘Hamlet' is to have become *
confident about this by acting according to best practice in knowledge
acquisition.

O 0 O O O

| disagree completely | agree completely

To know that Sir Francis Bacon is the author of ‘Hamlet' is to be confident thatit *
is so, and this being a useful fact in some way, e.g., for predicting new facts about
the world correctly

O o0 O O O

| disagree completely | agree completely

Figure 8: Second part of questions from the survey,
related to the knowledge definitions.

Figure 7: Example to be used for the informal knowl-

edge definitions.
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Can non-human entities know? *

O Yes
O No

O Agnostic/Undecided

O Other:

Should knowledge be defined differently for humans and non-humans? *

O It should be defined equally for humans and non-humans
O It should be defined differently for humans and non-humans
O Agnostic/Undecided

O | do not think non-humans can have knowledge

Do large language models have knowledge (empirically, in practice, now)? *

O Yes, they have knowledge

(O No, they do not have knowledge

The question is too unclear to answer
There is no fact of the matter
Agnostic/Undecided

Other:

@)
@)
@)
@)

Can large language models have knowledge (in theory)? *

Yes, they can have knowledge

No, they cannot have knowledge

The question is too unclear to answer
There is no fact of the matter

Agnostic/Undecided

O O0OO0OO0OO0O0

Other:

Figure 9: Final part of questions from our survey.
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Prompt Llama-3’s Completion

What is a mammal? A mammal is (...) key characteristics of mammals include:
1. Hair or fur: Mammals are covered in hair or fur, which helps to regulate their
body temperature and protect their skin. (...)
5. Live birth: Mammals give birth to live young, rather than laying eggs like birds
or reptiles. (...)

Do mammals lay eggs? No, mammals do not lay eggs. Mammals are a group of (...)

What are platypus? The platypus! They’re one of the most fascinating and unique creatures in the animal
kingdom. The platypus (Ornithorhynchus anatinus) is a semi-aquatic mammal that
is native to eastern Australia (...)

Do platypuses have hair or fur? Platypuses do not have hair, but they do have a covering of soft, woolly fur. This fur
is made up (...)

Do platypuses lay eggs? Yes, platypuses do lay eggs! In fact, they (...)

Are platypuses mammals? Yes, platypuses are indeed mammals! They belong to the order Monotremata, which
(...)

Are platypus mammals? Please ex- . .
plain step-by-step. I'd be happy to help clarify whether platypus are mammals or not.

Here's a step—by—step explanation :

1. %% Definition of a mammals*: A mammal is a warm—blooded animal that
has hair or fur, produces milk to feed its young, and has mammary
glands. Mammals also have a specific type of skeleton, brain
structure , and dental formula.

2. =xPlatypus characteristics =:x: Platypuses have some characteristics
that are typical of mammals, such as:
x They are warm—blooded, meaning they regulate their own body
temperature.
+ They have hair or fur, although it's not very visible .
% They produce milk to feed their young, just like other
mammals.

3. =xUnique platypus features #:x: However, platypuses also have some
features that are not typical of mammals:

+ They lay eggs instead of giving birth to live young like most
other mammals.

+ They have a duck—billed snout and webbed feet, which are more
similar to those of reptiles and birds .

% They have a venomous spur on their hind leg, which is a
characteristic of some reptiles .

4. s=x Classification #*: Based on their characteristics , platypuses are
classified as mammals, but they are also considered to be part of a
unique group called monotremes. Monotremes are mammals that lay eggs
instead of giving birth to live young.

5. #xConclusion#:*: In conclusion, platypuses are indeed mammals, but they
are a special type of mammal that has some characteristics that are
different from those of other mammals. Their ability to lay eggs

and have a venomous spur are just a few examples of their unique
features .

Table 2: Greedy decoding of Llama-3-8B-Instruct given a prompt. The ‘(...)’ means that more text was generated
but omitted here due to space limitations.
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