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Abstract
This paper investigates the ability of Large Language Models (LLMs) to differentiate between canonical and non-canonical

sentences in Italian, employing advanced neural architectures like LLaMA and its adaptations. Canonical sentences adhere to

the standard Subject-Verb-Object (SVO) structure. We hypothesize that recent generative LLMs are influenced heavily by the

English language, where non-canonical structures are very rare. Using the in-context learning technique, we probe these

models and further fine-tune them for this specific task. Initial results indicate that these models continue to struggle with

this task even after fine-tuning. Additionally, we introduce a test set comprising several hundred sentences from the poetry

domain, which presents significant challenges for the canonical structure task.
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1. Introduction
Unlike contemporary English, which primarily follows

a Subject-Verb-Object (SVO) structure, Italian exhibits a

rich variety of non-canonical syntactic structures that de-

viate from this pattern
1

[1, 2]. Italian is generally consid-

ered a configurational language with a neutral or canon-

ical SVO sentence structure. However, it also displays

characteristics of a weak non-configurational language

due to several typological parameters: free subject inver-

sion, pro-drop, and nonlexical expletives. Additionally,

Italian lacks wh- in situ, preposition stranding, deletable

complementizers, impersonal passives, and parasitic gaps

with the same argument [3].

In cognitive linguistic terms, the use of surface or syn-

tactic constituency and word order in non-canonical sen-

tences in Italian reflects its informational structure. As an

example, the first sentence “Sempre caro mi fu quest’ermo
colle e questa siepe che da tanta parte de l’ultimo orizzonte
il guardo esclude”

2

of Leopardi’s famous L’infinito is a

typical example of a non-canonical sentence: the comple-

ment is fronted and the subject is in post-verbal position,
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1
Elizabethan English was more similar to Italian in its variety of

syntactic structures.

2
In English: “Always dear to me was this solitary hill and this hedge
which from large side of the ultimate horizon the gaze excludes”

also known as complete argument inversion, for letting

the reader focus on the subject and main verb rather than

the complement.

The functional or relational interpretation of these

syntactic structures, along with semantic processing,

is essential to understanding the semantic roles associ-

ated with displaced grammatical functions. For instance,

when a subject appears in an inverted position, it indi-

cates a pragmatically motivated displacement, empha-

sizing focus over an otherwise topic-related function.

Typically, subjects, understood as topics or “what the

sentence is about” and constituting old information, pre-

cede the verb. This is consistent with Italian and English,

both of which follow an SVO structure. Conversely, fo-

cus, defined as “the essential piece of new information

carried by a sentence,” usually follows the verb in the

“comment” portion of the sentence.

We consider complexity measures sensitive to non-

canonical structures (NCS), which are pragmatically mo-

tivated and used to encode structured meaning with

high informational content, related to the FOCUS/TOPIC

non-argument functions in Lexical-Functional Grammar

(LFG) [4, 5]. Non-canonical structures can aid the reader

or interlocutor in better understanding the pragmatically

relevant meaning in context [6].

Italian NCS are relatively frequent in text. In [7], the

authors analyzed the VIT (Venice Italian Treebank) by

manually annotating non-canonical structures and in-

flected propositions in Italian. The study found that Left

Dislocated Complements, where a complement of the

main verb according to subcategorization restrictions

occurs, appear in 0.03% of cases. Dislocated Subjects,

indicating any NP subject not followed by the main verb,

occur in 0.28% of cases. The overall percentage of non-
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projectivity in written texts is 7%, based on 230, 629 con-

stituents. Compared to Latin, where the non-projectivity

index is 6.65% in the Latin Dependency Treebank con-

taining about 55, 000 tokens, Italian and Latin are quite

similar. In contrast, English tree projectivity in the Penn

Treebank (PT), where the majority of data corresponds

to the articles of Wall Street Journal (WSJ), shows much

lower numbers: with 720, 086 constituents, the non-

projectivity index is 0.01004%.

Thus, Italian speakers have high expectancies for the

presence of an NCS due to processing difficulties also

raised by the number of unexpressed subjects: 61% of

all Inflected Propositions lack a lexically expressed sub-

ject. This does not apply to English speakers, for whom

NCS are infrequent and context-specific. In this view,

Italian is considered unique for its use of many of the

non-canonical structures found in contemporary poetry

and examined in this experiment. The richness and free-

dom of the language give the speakers the ability to pro-

duce such a diverse typology of non-canonical structures,

which stems from its Latin heritage, with the Null Sub-

ject being one of the most well-known features. Like

many other languages, including Spanish, Portuguese,

and Catalan, as well as Chinese, Japanese, Slavic lan-

guages, Greek, and Hebrew, Italian is a Null Subject Lan-

guage. However, this parameter alone does not fully ex-

plain the richness and complexity of syntactic structures

seen in Italian poetry. While other Romance languages

share similar syntactic traits, the specific linguistic legacy

and poetic traditions of Italian give it a unique character

in this regard.

In this paper, we want to analyze the ability of recently

proposed Large Language Models to detect non-canonical

sentences in Italian. Our hypothesis is that, given the very

large percentage of English training data (usually more

than 90%) and the very low percentage of Italian training

data (usually less than 1%), these models have a limited

capacity to process such structures and they rely mostly

on the English writing structures. On the other hand, the

models that have been specifically adapted or fine-tuned

on Italian data should show a better understanding of

the canonicity in Italian.

In the rest, Section 2 describes the related work, Sec-

tion 3 shows the approach in recognizing the canonical

structures, Section 4 presents and discusses the results,

while Section 5 derives the conclusions.

2. Related Work
Our approach has been previously adopted by other re-

searchers but with slightly different aims, as described

below. Initial attempts at parsing Italian treebanks of con-

stituent structures focused on two small treebanks: TUT

[8, 9] and ISST [10], containing approximately 3, 500

and 3, 000 sentences, respectively. Illo tempore, these

efforts yielded an F1 score of 82.96%, while compara-

ble parsers (Stanford, Collins, and MaltParser) achieved

about 92.10% on the WSJ treebank. The lower perfor-

mance in Italian was primarily due to two factors: a

higher number of non-canonical structures (i.e., word

order variations) and the presence of pro-drop clauses,

where the subject is lexically omitted — a challenge also

documented for other similar languages [11].

Significant improvements in parsing performance

were noted in a paper on the EVALITA shared task on

constituency parsing, where the best F1 score increased

from 70% to 84% [12], attributed to the nearly dou-

bling of training samples between 2007 and 2011. In [13],

the authors presented a new dataset of Italian based on

“marked” sentences to test the performance of the neural

parser TINT. The result for LAS dependency structures

was 77% accuracy, three points below the best results

on the UD corpus of Italian, which was 80%. This out-

come confirmed previous findings with a small dataset

of strongly marked sentences, where accuracy was be-

low 50%. The authors detailed seven types of marked

structures in their treebank corpus: cleft, left-dislocated,

right-dislocated, presentative “ci” (there in English), in-

verted subject, pseudo-clefts, and hanging topic, with

cleft and left-dislocated sentences being the most com-

mon.

In this context, it is interesting to explore the capa-

bilities of state-of-the-art methods for addressing the

problem of distinguishing between canonical and non-

canonical sentences in Italian. This exploration is mo-

tivated by the complexity and richness of Italian syn-

tax, which presents unique challenges for natural lan-

guage processing models. Mostly all actual state-of-the-

art models are based on the Transformer architecture

[14]. This game-changer model comprises two main

components, leading to different model families. The

encoder, used in models like BERT [15], RoBERTa [16],

and Sentence BERT [17], encodes input sequences using

self-attention. In contrast, decoders, such as GPT [18],

GPT-3 [19], and LLaMA [20], generate output sequences

auto-regressively. Beyond these, encoder-decoder mod-

els like T5 [21] and BART [22] integrate both components,

excelling in tasks such as translation, summarization, and

question-answering.

One notable Transformer-based architecture is the

LLaMA foundational model [20]. LLaMA is a large model

with billions of parameters that generates output se-

quences auto-regressively based on the input and pre-

viously generated tokens. It has been recently applied

to a variety of linguistic tasks by instruction-tuning a

monolithic architecture to solve them all [23]. This fam-

ily of models is promising as they rely on auto-regressive

generation methods and, thanks to their massive amount

of training data and parameters, can solve a plethora of



linguistic tasks. Additionally, [24] demonstrated the ap-

plication of LLaMA-family models for syntactic parsing

across multiple languages, highlighting the capability

of the model to analyze and detect sentence structures.

This work underscores the versatility of large language

models in handling diverse syntactic frameworks, fur-

ther probing their performance in cross-linguistic scenar-

ios. Finally, architectures specifically adapted for Italian,

such as Camoscio [25] and LLaMAntino [26], are tuned

with instruction datasets for the Italian language, starting

from the original LLaMA model and its second variant,

LLaMA2-chat, respectively. They demonstrate a strong

understanding of the language and an excellent ability

to generate appropriate responses.

In this paper, we aim to explore the ability of Large

Language Models (LLMs) to distinguish between canoni-

cal and non-canonical sentences in Italian using neural

architectures such as LLaMA and its various adaptations,

as discussed in the next Section. It’s interesting to note

that in the future one might explore the applications

of probing syntax at the intermediate layers of various

models.

3. Recognizing Canonical
structures through LLMs

To address the capabilities of Large Language Models in

recognizing the canonical structures, they can be utilized

through In-Context Learning techniques [27] or by di-

rectly fine-tuning the model for specific downstream

tasks. In-context learning relies on the model’s pre-

existing knowledge acquired during pre-training and on

instructions provided in natural language at inference

time. This method does not involve additional training

and can be categorized based on the number of examples

provided: i) 0-shot Learning, where no examples are

given, and the model generates responses based solely

on its pre-existing knowledge and the provided instruc-

tions; ii) 1-shot Learning, where one example per class

(positive and negative in our case) is added to provide a

more precise context, these examples help the model bet-

ter understand the task by offering a concrete reference

point; iii) Few-shot Learning, where more than one ex-

ample per class is provided to give the model additional

contextual information during decision-making. This ap-

proach is particularly effective when very few examples

(such as 2 or 4) are given, but it can be extended up to

the maximum input context length.

For both one-shot and few-shot learning approaches, a

key challenge is selecting the most informative examples

to provide during inference. One effective strategy is

to retrieve examples that are most similar to the current

sequence to be classified, focusing on those with a similar

structure or meaning. A commonly used method for this

is to generate vector embeddings of sentences using a

model like sBERT [17]. This model produces a contextu-

alized vector that represents the information contained

in a sentence. By applying Cosine Similarity, we can

rank these vectors and select the training examples most

similar to the input sequence. This process ensures that

the model is supplied with the most relevant solved ex-

amples for a given input. It’s important to note that these

examples may not always capture the same explicit syn-

tax representation as a Tree Kernel [28] function would,

in which every word of the sentence is explicitly anno-

tated with syntactic information and linked to each other.

However, the crucial aspect is that the examples provided

are sufficiently similar in meaning and context, and the

sBERT architecture is very effective.

When the model’s pre-existing knowledge is insuffi-

cient, we can fine-tune it on the downstream task. Fine-

tuning involves training the model in a traditional man-

ner using input-output pairs (training data) to adjust its

parameters. This process improves the model’s perfor-

mance on specific tasks, allowing it to learn from a more

extensive set of examples. As a result, the model becomes

more adept at handling similar queries in the future, with

a focus on the specific task at hand. By leveraging these

techniques, LLMs can recognize and respond to canon-

ical structures with varying degrees of efficiency and

accuracy.

3.1. Training LLMs against non-Canonical
structures

To interact with the models, we need a sufficiently de-

tailed prompt, which includes a natural language descrip-

tion of the task (i.e., the rules to determine whether an

Italian sentence follows the canonical structure) and spec-

ifies the type of answer we expect the LLM to produce: Sì
(Yes in English) if the sentence is canonical and follows

the rules, or No otherwise. For the training and the 0-shot

strategy, we used the following prompt:

“Dimmi se la seguente frase ha una struttura
canonica o meno. Per Canonica si intende
una frase che segue una struttura standard
per ogni verbo presente. Più nello specifico,
le frasi canoniche seguono queste regole: con-
tengono SOLO sequenze del tipo nome o strut-
ture nominali SEGUITE da struttura verbale a
sua volta seguita (oppure no) da complementi
OPPURE contengono SOLO sequenze composte
da struttura verbale seguita da complementi,
dove: STRUTTURE VERBALI sono sequenze
composte da ausiliare o/e modale e verbo, e tra
i due ci può essere un avverbio oppure strut-
ture preposizionali COMPLEMENTI sono strut-
ture nominali oppure strutture preposizionali



oppure strutture frasali oppure strutture infini-
tivali. Tutte le altre frasi sono da considerarsi
come Non Canoniche. Riguardo il prossimo in-
put, rispondi ’sì’ se è ’canonico’, ’no’ se è ’non
canonico’.”

For the 1-shot scenario, immediately after the above

prompt, we append the following instruction, where the

two provided examples are selected as the most relevant

for the input example:

Ti faccio un paio di esempi:

<Positive_Example> e devi rispondere sì.

<Negative_Example> e devi rispondere no.

When fine-tuning a model, a highly detailed prompt

might seem excessive, especially since traditional train-

ing involves repeating the prompt multiple times. How-

ever, our hypothesis is that clearly explaining the task

to the model aids in faster convergence of the parame-

ters and a more rapid reduction in loss during training.

Therefore, this is the reason why our prompt includes

a comprehensive description of the canonical sentence

structure. This description details that each verb must ad-

here to specified constraints, the types of sequences they

can contain, the verbal structures, and the order of com-

plements. If a verb does not adhere to these constraints,

it should be classified as Non-Canonical.

3.2. LLM architectures of non-Canonical
structures

Today, the landscape of Large Language Models (LLMs)

is vast, making it challenging to choose the most suitable

model. In this paper, we focus on several well-known

models from the LLaMA family: LLaMA1 [20], the first

in the series; LLaMA2 [29], which introduced minor im-

provements in Transformer architecture; Camoscio [25],

an instruction-tuned LLaMA model fine-tuned on Ital-

ian data; ExtremITA [23], an architecture designed for

a wide range of Italian tasks; and LLaMAntino [26], an

adaptation of the original LLaMA2 model for the Italian

language.

We expect the best-performing models to be those

specifically adapted or fine-tuned on Italian data, such as

Camoscio, ExtremITA, or LLaMAntino. One significant

issue with the English models is that non-canonicity is

very rare in English, as the language predominantly fol-

lows the Subject-Verb-Object structure, which is canoni-

cal, with very few (grammatically correct) non-canonical

examples.

4. Empirical Investigation
In this setup, the models trained and those utilized in the

k-shot scenario are required to answer Yes if the given

Figure 1: Statistics about the class distribution in the Training,
Development and Poetry Test sets. ‘Yes’ refers to the positive
class (i.e. the example is Canonical) and ‘No’ to the negative
one.

text is canonical and follows the rules, or No otherwise.

For training, we used the VIT Treebank [30], which

contains approximately 320, 000 words. Among other

information, each sentence is categorized into canonical

or not. The dataset was divided into a Training set and a

Development set with a 90/10 ratio. The class distribution

is shown in Figure 1, where it is evident that the vast

majority of the sentences are canonical, reflecting the

natural usage patterns of Italian speakers.

We employed the LoRA [31] technique and the Peft

package on a single Tesla T4 GPU to train the models for

3 epochs, with a learning rate of 3−4
and using a linear

scheduler with 10% warmup. The LoRA 𝑅 parameter

was set to 8, 𝛼 to 16, and all available layers were in-

volved (for more details, refer to the original paper [31]).

For computational efficiency, the floating-point precision

of the parameters was set to 8 bits, allowing the use of a

single GPU.

For the Test set, we used a collection of Italian poetry

comprising 51 texts with a total of 303 sentences. For the

same reason that people still regard Dante as the greatest

Italian poet and students are required to learn his best

poems by heart, we have chosen what is regarded as the

best Contemporary Italian poetry: a manually curated

collection of excerpts from Italian poems from the late

19th and early 20th centuries. In particular, we used po-

ems from the 1975 Nobel Prize Eugenio Montale, with

about one hundred excerpts taken from the volume “Ossi
di Seppia”. The class distribution of this test set is shown

in Figure 1. Notably, the distribution of Yes (the sentence

is canonical) and No (the sentence is non-canonical) is

reversed compared to the Training and Development sets,

due to poetic license and rhyming constraints. This re-

versal poses a significant challenge for the models we

trained, but it presents an interesting test case. More de-

tails about this and a simple Error Analysis are presented

in the Appendix B.

In this context, it is important to note that the con-

sideration of structures which, in Chomskyan transfor-

mational theory, were once viewed as surface-level re-

alizations of deep canonical structures has not been a

deliberate focus of this experiment. The first reason for



Table 1
Classification results on the Test Dataset. FT for each model here refers to the Fine-Tuning procedure, 0s for the 0-shot and 1s
for the 1-shot In-context Learning technique.

Model Type Precision Recall F1-Score
Yes No Macro Micro Yes No Macro Micro Yes No Macro Micro

Yes-Baseline 0,28 0,00 0,14 0,28 1,00 0,00 0,50 0,28 0,44 0,00 0,22 0,28
LLaMA1 0s 0,31 0,70 0,51 0,58 0,02 0,90 0,46 0,58 0,03 0,79 0,41 0,58
LLaMA1 1s 0,15 0,70 0,43 0,56 0,27 0,69 0,48 0,56 0,19 0,69 0,44 0,56
LLaMA2 0s 0,28 0,55 0,42 0,48 0,05 0,75 0,40 0,48 0,08 0,63 0,36 0,48
LLaMA2 1s 0,28 0,71 0,50 0,47 0,11 0,65 0,38 0,47 0,26 0,72 0,49 0,59
ExtremITA 0s 0,33 0,68 0,51 0,59 0,11 0,88 0,50 0,59 0,17 0,77 0,47 0,59
ExtremITA 1s 0,27 0,67 0,47 0,49 0,24 0,70 0,47 0,49 0,25 0,68 0,47 0,49
LLaMAntino 0s 0,26 0,74 0,50 0,58 0,12 0,90 0,51 0,58 0,16 0,81 0,49 0,58
LLaMAntino 1s 0,31 0,74 0,53 0,59 0,14 0,85 0,50 0,59 0,19 0,79 0,49 0,59
Camoscio 0s 0,35 0,73 0,54 0,70 0,10 0,93 0,51 0,70 0,15 0,82 0,48 0,70
Camoscio 1s 0,27 0,72 0,49 0,59 0,26 0,72 0,49 0,59 0,26 0,72 0,49 0,59
BERT FT 0,27 0,70 0,49 0,40 0,67 0,30 0,48 0,40 0,38 0,42 0,49 0,40
Camoscio FT 0,41 0,98 0,70 0,60 0,98 0,46 0,72 0,60 0,58 0,63 0,60 0,60

excluding structures like passives, interrogatives, rela-

tive clauses, cleft sentences, tough constructions, and

others, is their relative scarcity in poetry, though they

are more frequent in prose. A second reason, closely tied

to the first, is that these common structures do not add

an element of surprise, given their frequency in everyday

language use. That said, some of these common non-

canonical structures can still be found in Italian literary

prose, but not all are represented in the examples we

studied. On the other hand, focus fronting (also referred

to as object preposing, complement preposing, or full

argument inversion, depending on the constituent be-

ing fronted) is prevalent in the examples included in the

experiment. An exemplar list of such structures can be

found in Appendix C.

4.1. Results and Discussion
The models used in this paper are those already antici-

pated in Section 3.2, available from Huggingface, using

the prompt described in Section 3.1. The results are avail-

able in Table 1. Given the distribution of the sentences

of the Training set, we report a simple but informed

Yes-Baseline. This baseline cannot perform well on

the inverted distribution of the Test Set, as it always an-

swers Yes. We first used the LLMs anticipated in Section

3.2 in a 0-shot manner and you can notice an overall good

ability to detect the non-canonical sentences reaching a

73% of Precision and 93% of Recall for Camoscio, but

still struggles to identify the canonical ones. We hoped

to heavily boost the performances of the model in the 1-

shot scenario
3

, but it seemed to decrease in performance.

The same trend can be noted for all the other models. As

3
We experimented with more than 1 example per class, increasing

the number of samples up to a 16-shot scenario. Unfortunately, the

performance was not increasing but stale around 60% of Micro-F1.

We didn’t report such results here for space constraints.

a second comparison, we train an Italian BERT model

for 3 epochs which starts showing some awareness of

the task and reaching an overall 40% of Micro-F1. Us-

ing our Development set we selected only the best LLM

to report here for space constraints, which is based on

Camoscio [25]. Finally, the Fine-Tuned model reaches

the best performance with a very good Precision (98%)

for the non-canonical sentences and very good Recall

(98%) for the canonical ones, with a final 60% of both

Macro and Micro F1.

4.2. Corpus Analysis
For a better insight into the current measured perfor-

mance, we studied the role of training material as repre-

sentative of the adopted test dataset. We analyzed the test

dataset used in terms of the average word frequencies,

as observed on the ITWaC corpus
4

. This corpus provides

pre-computed frequencies for each word: for compara-

tive reasons, we normalized in [0, 1] and measured them

for each sentence in terms of the mean frequency, i.e.,

the sum of the word frequencies over each sentence. By

independently averaging frequencies of canonical and

non-canonical sentences, we obtained the following fig-

ures:

• Canonical Sentences, AVG frequency: 0.38

• Non-Canonical Sentences, AVG frequency: 0.24

Intuitively, a value approaching 1 characterizes highly

frequent words in ITWaC: this suggests that they are

well-represented in the original LLM. Conversely, values

closer to 0 characterize less represented sentences. No-

tice that only canonical sentences (AVG 0.38) are repre-

sented, although in a limited manner, in standard Italian

texts. This result sheds light on the specific relationship

4
https://www.sketchengine.eu/itwac-italian-corpus/

https://www.sketchengine.eu/itwac-italian-corpus/


Table 2
Classification results in a 5-fold cross-validation scenario, where the performance for all the splits is merged together.

Model Type Precision Recall F1-Score
Yes No Macro Micro Yes No Macro Micro Yes No Macro Micro

Yes-Baseline 0,72 0,00 0,36 0,72 1,00 0,00 0,50 0,72 0,84 0,00 0,42 0,72
Camoscio FT 0,93 0,83 0,88 0,90 0,93 0,84 0,88 0,90 0,93 0,83 0,88 0,90

between word frequencies and training: LLMs, partic-

ularly Camoscio, are more “confident” with words they

encountered during pre-training or fine-tuning. It is no-

ticeable that almost 50% of our test set words (adjectives,

verbs, nouns) do not even occur in the ITWaC and, in

fact, they are also absent in any canonical sentence of

the training set. Another issue lies in the pre-training

data of these LLMs. Since most of the data is in English

(over 88%) and non-canonical sentences are extremely

rare in English, models like LLaMA or Camoscio have

rarely encountered such data, leading to suboptimal per-

formance. Moreover, the length of the sentence could

be a factor that may influence the performance of LLMs,

specifically in poetry, in the ability to detect canonical or

non-canonical sentences.

Therefore, to achieve a more balanced evaluation, we

merged the Training, Development, and Testing sets into

a single dataset to balance the classes and ensure that

the model learns to recognize non-canonical sentences.

We then performed an N-Fold Cross-Validation (N = 5).

Only the trained model was re-evaluated, and the re-

sults are presented in Table 2. We maintained the simple

and informed Yes-Baseline for comparison and re-

computed its performance. In this setting, the class distri-

bution aligns again with the Training set. The fine-tuned

Camoscio model now shows very good performance in

distinguishing canonical sentences, achieving a Macro-F1

of 88% and a Micro-F1 of 90%.

5. Conclusions
In this study, we have shown the potential of Large Lan-

guage Models, particularly the LLaMA architecture and

its Italian adaptations, in distinguishing between canon-

ical and non-canonical sentences in Italian. Our exper-

iments indicate that instruction-tuned models specifi-

cally for Italian, such as Camoscio and LLaMAntino,

exhibit a strong grasp of Italian syntax and can effec-

tively handle diverse sentence structures. However, the

performance for this task is still penalized by the large

portion of English data they ingest during pre-training.

The findings underscore the importance of tailored lan-

guage models for specific languages and the benefits of

incorporating extensive syntactic variations into training

datasets. Future work should focus on expanding the

training datasets with more diverse syntactic structures

and improving model architectures to better capture the

nuances of non-canonical sentences.
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A. Limitations
In assessing the data distribution disparities between

languages in the pre-training phase of the LLaMA family

models, we provide an illustrative breakdown in Table 3,

where English accounts for nearly 90% of the data, while

Italian is present in less than 1%.

Among the limitations of the proposed model, the com-

putational costs associated with training a model like

LLaMA are undoubtedly significant, requiring hundreds

Table 3
Data distribution.

Code Language Percentage
en English 89,70%
unk unknown 8,38%
de German 0,17%
fr French 0,16%
sv Swedish 0,15%
zh Chinese 0,13%
ru Russian 0,13%
es Spanish 0,13%
nl Dutch 0,12%
it Italian 0,11%
ja Japanese 0,10%
pl Polish 0,09%
pt Portuguese 0,09%
vi Vietnamese 0,08%
uk Ukrainian 0,07%
ko Korean 0,06%
ca Catalan 0,04%
sr Serbian 0,04%
cs Czech 0,03%
fi Finnish 0,03%
hu Hungarian 0,03%
id Indonesian 0,03%
no Norwegian 0,03%
ro Romanian 0,03%
bg Bulgarian 0,02%
da Danish 0,02%
hr Croatian 0,01%
sl Slovenian 0,01%

of hours on a GPU. We have implemented methods to

streamline this process, but the computational expen-

diture for training on a 16GB GPU remains high. This

becomes even more pronounced considering the model’s

sentence processing time, which is slightly less than half

a second per sentence. Given the required computational

power to run the model, this duration is relatively long.

Regarding the model’s application, since it heavily re-

lies on an LLM, it might be susceptible to hallucination

— generating non-existent sentences or fragments. How-

ever, during inference (few-shot or training), it seems to

always answer in the request format, very rarely (espe-

cially in 0-shot) adding some explanation for its decision

after a Yes or No.

Additional experiments might be necessary to ensure

that pollution effects don’t unduly influence the evalua-

tion process: the VIT dataset might have been encoun-

tered during the pre-training phase. Although this might

have occurred, certainly the model did not have the op-

portunity to observe sentences from the poetry domain

associated with the canonical or non-canonical label.
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B. Error Analysis
In this section, we present a simple Error Analysis with

two different cases: i) a sentence from the Development

set, which should reflect the distribution of the training

data for the models introduced in Section 3.2; a sentence

from the poetry domain that is radically different from

the training data. We will then report the answer for

each model specifying the modality (in-context learning

or training) and eventually the number of shots used for

inference.

As a first example, consider “Difficile tenersi in quel
cammino”

5

, which is non-canonical as the main verb “è”

is missing. The models answered as follows:

• LLaMA1 0s: canonical

• LLaMA1 1s: canonical

• LLaMA2 0s: canonical

• LLaMA2 1s: canonical

• ExtremITA 0s: canonical

• ExtremITA 1s: non-canonical

• LLaMAntino 0s: canonical

• LLaMAntino 1s: non-canonical

• Camoscio 0s: non-canonical

• Camoscio 1s: non-canonical

• BERT FT: non-canonical

• Camoscio FT: non-canonical

This example is interesting because all the Italian

adapted models in some way (1-shot or Fine-Tuned) an-

swered correctly, thus recognizing that the sentence was

missing the main verb, given the initial prompt. Notice

that only Camoscio answered correctly both in 0-shot

and 1-shot

As a second and more difficult example, consider the

sentence “Zacinto mio che te specchi nell’onde del greco
mar da cui vergine nacque Venere”

6

, taken from the poetry

test set. This example is very hard to comprehend as some

words are very rare in spoken/written Italian (nell’onde),

the usage of the uncommon te to express that the city is

actively mirroring in the sea, and the reversed order of

the last words. In this case, all the models answered that

the sentence is non-canonical, recognizing the strange

structure of the sentence, except for BERT FT which

classified this sentence as canonical.

C. Typical Non-Canonical
Structures

In this section, we report a list of typical non-canonical

structures as an example of the complexity the models

are dealing with.

5
In English: “(It’s) Hard to keep in that path.”

6
In English: “My Zacinto that you mirror in the waves of the Greek
sea where virgin was born Venus from”

1. Inversion of the complete argument, where the

complement is fronted, and the subject follows

the verb.

2. Subject inversion, positioning the subject after

the main verb.

3. Fronting of the object, moving the object to the

beginning of the sentence before the subject.

4. Extraction of the object from an infinitival clause,

placing it at the beginning of the sentence.

5. Preposing of a prepositional adjunct from a par-

ticipial clause, moving the prepositional comple-

ment of a past participle to a position before the

verb.

6. Leftward extraction of the lexical verb, where

the untensed, non-finite main verb precedes the

auxiliary or modal verb.

7. Right dislocation of the subject, placing the sub-

ject after the complements of the sentence.

8. Fronting of both the subject and the object, po-

sitioning them before the main verb, with the

subject preceding the object.

9. Fronting of a prepositional specification, often

introduced by "of", extracting it from the noun

phrase and positioning it at the front.

10. Right dislocation of the clitic, where a clitic pro-

noun attached to the main verb corefers to an

object noun phrase positioned later in the sen-

tence.

11. Right dislocation of the object, placing the object

after indirect objects, adjuncts, or an inverted

subject.

12. Insertion of parentheticals or adjuncts between

the subject and the main verb.

13. Rightward extraction of the adjective from the

noun phrase, positioning it after any noun ad-

juncts.

14. Right stranding of a prepositional specification,

such as "of", leaving it at the end of the sentence,

separate from the noun phrase.

15. Rightward extraction of the lexical verb, position-

ing the untensed, non-finite main verb after the

complements of the sentence.

16. Right stranding of the predicate’s head noun, leav-

ing it after two adjuncts.
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