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Abstract

State of the art Symbolic Regression (SR) meth-
ods currently build specialized models, while
the application of Large Language Models
(LLMs) remains largely unexplored. In this
work, we introduce the first comprehensive
framework that utilizes LLMs for the task of
SR. We propose In-Context Symbolic Regres-
sion (ICSR), an SR method which iteratively
refines a functional form with an LLM and de-
termines its coefficients with an external opti-
mizer. ICSR leverages LLMs’ strong mathe-
matical prior both to propose an initial set of
possible functions given the observations and
to refine them based on their errors. Our find-
ings reveal that LLMs are able to successfully
find symbolic equations that fit the given data,
matching or outperforming the overall perfor-
mance of the best SR baselines on four popular
benchmarks, while yielding simpler equations
with better out of distribution generalization.

1 Introduction

Classical Machine Learning regression methods
can be divided into two broad categories: statis-
tical methods, which learn an implicit statistical
(black-box) model of the relationship between the
observations, and rule-based methods, which in-
stead attempt to extract an explainable set of rules
that explicitly model the transformation between
the inputs and outputs (Lample and Charton, 2019).
Symbolic Regression (SR) is a particular subset of
the latter category, which searches the set of all pos-
sible explicit mathematical expressions to find the
equation that best fits the given set of observations.
This has the clear advantage of explainability, as
well as a potential for better generalization, if the
trend holds outside of the observed data.

The traditional approach for SR algorithms is
Genetic Programming (Willis et al., 1997) (GP),

*Denotes equal contribution.

which combines fundamental blocks for mathemat-
ical expressions (e.g., basic operators, trigonomet-
ric functions, etc.) into more complex formulas
using strategies borrowed from evolutionary biol-
ogy, such as mutations and fitness. The recent
success of Transformer models, first introduced
by Vaswani et al. (2017), has revolutionized vari-
ous fields of Artificial Intelligence, notably Natural
Language Processing (Brown et al., 2020; Achiam
et al., 2023; Touvron et al., 2023; Anil et al., 2023)
and Computer Vision (Dosovitskiy et al., 2021).
Transformer-based methods have also been pro-
posed for SR (Biggio et al., 2021; Kamienny et al.,
2022), typically by employing a model pre-trained
on a large amount of synthetic SR datasets.

Large Language Models (LLMs), also based on
the Transformer, have proven to possess unprece-
dented reasoning and generalization abilities, based
on their capability for In-Context Learning (ICL)
(Brown et al., 2020). This refers to the ability to
perform tasks based on the context provided in the
input text without any additional fine-tuning. With
the help of ICL, these models can be leveraged
for a wide range of different tasks, suggesting a
potential use case for Symbolic Regression.

In this paper, we examine the integration of
LLMs into the SR pipeline, with the aim of us-
ing them to search for new equations that could fit
the data. Inspired by the Optimization by Prompt-
ing (OPRO) approach presented by Yang et al.
(2023), we propose In-Context Symbolic Regres-
sion (ICSR)1. This approach leverages pre-trained
language models by providing a number of previ-
ously tested equations and their fitness scores in the
prompt, tasking them to generate a new candidate
that could be a better fit. The method is repeated
until convergence is reached or the computational
budget is exhausted. To the best of our knowledge,

1We release the code at: https://github.com/merlerm/
In-Context-Symbolic-Regression.
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Figure 1: High level overview of the ICSR approach. Given an initial set of observations, we prompt the LLM to
generate multiple initial guesses (seeds) of the true function that generated the observations. We then iteratively
refine our guesses within an optimization loop where we propose new functions (based on a set of the previous best
attempts), fit their coefficients and evaluate their fitness. The model only produces the functional form of a function,
while the unknown coefficients are fitted using non-linear least squares optimization.

only a contemporary work by Shojaee et al. (2024)
has ever explored the use of LLMs for SR. How-
ever, they focus on working with equations from
a scientific domain where natural language knowl-
edge can be directly incorporated, while this work
aims to generally explore the capabilities of LLMs
for SR without any additional information, in order
to lay a foundation that can be expanded later. We
discuss in depth the differences between the two
works in Section 2.

Our approach presents several advantages com-
pared to models specifically trained for SR: as the
LLM is not fine-tuned for this task, improvements
in the underlying base model can improve ICSR
without any changes to the method itself. Further,
LLMs provide a natural language interface that
can be leveraged to include additional information
about the problem, like the domain of the equation
and the interpretation of the observation values.
The models could also be asked to explain the rea-
soning behind the proposed functions, potentially
leading to a more interpretable process.

In summary, we make the following contribu-
tions: 1) We propose ICSR, the first general frame-
work to leverage LLMs for the SR task. 2) We com-
pare the method with a range of competitive SR
baselines, matching or outperforming state of the

art results on four popular SR benchmarks: Nguyen
(Nguyen et al., 2011), Constant (Li et al., 2023d), R
(Krawiec and Pawlak, 2013) and Keijzer (Keijzer,
2003). 3) We show that the equations generated
with our method tend to exhibit lower complexity,
which correlates with stronger out of distribution
performance.

2 Related Work

Symbolic Regression. GP has traditionally
formed the backbone for SR methods (Smits and
Kotanchek, 2005; Schmidt and Lipson, 2011; Vir-
golin et al., 2021). Typically, from an initial pop-
ulation, an iterative tournament is played where
functions with the highest fitness are selected to ’re-
produce’ with some random mutation, as in Koza
and Poli (2005).

More recently, Deep Learning methods have
been applied to enhance the available toolkit for SR.
Udrescu and Tegmark (2020) proposed an iterative
simplification of the problem relying on insights
from physics and outsourcing the function approx-
imation part to a neural network. Petersen et al.
(2021) used a Recurrent Neural Network (RNN)
with a risk-seeking policy to perform a hierarchi-
cal search over the space of user-defined operators
and mathematical functions. The main drawback
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of these methods, including GP, is the fact that
the algorithms start from scratch for every new ex-
pression, with very limited abilities of knowledge
preservation between tasks.

To address this limitation, numerous
Transformer-based methods inspired by language
modelling have been developed. SymbolicGPT
by Valipour et al. (2021), NeSymReS by Biggio
et al. (2021) and CL-SR by Li et al. (2023d)
proposed different generative Transformer models
specifically trained for SR. These models generate
a functional form (’skeleton’) of the equation with
a special token for coefficients which are fitted via
an external numerical optimizer. Subsequently,
Kamienny et al. (2022) presented E2E, a Trans-
former model able to produce the full expression
including the coefficient values. While retaining
knowledge between tasks, Transformer-based
methods are quite limited in refining their solutions
for the given set of points. To this end, Shojaee
et al. (2023) presented a method integrating a
pre-trained Transformer with Monte Carlo Tree
Search to guide the equation generation merging
the strength of the search and model pre-training.
The proposed framework can be also viewed as a
combination of a pre-trained model and an iterative
refinement process. However, none of the prior
methods employ a foundation model (Bommasani
et al., 2021), such as an LLM, in order to leverage
mathematical knowledge, but either pre-train an
SR model (Biggio et al., 2021; Kamienny et al.,
2022), or learn from scratch for every new function
(Petersen et al., 2021).

Mathematical Reasoning with LLMs. As
LLMs form the backbone of the method presented
in this work, we rely entirely on their mathematical
reasoning capabilities, such as ICL (Brown et al.,
2020), to explore the solution space. Mirchandani
et al. (2023) show that LLMs are able to recognize
patterns from in-context examples and can extrap-
olate them to complete related tasks in the input.
Similarly, Gruver et al. (2023) find that LLMs can
extrapolate zero-shot the pattern from a timeseries
(although they do not extract any functional repre-
sentation). Furthermore, Fu et al. (2023) present
a study in which they find that Transformer mod-
els can learn higher-order optimization methods
(similar to Newton’s method).

Contemporary to our work, Shojaee et al. (2024)
also propose to perform SR with an LLM aided by
an external coefficient optimizer. However, they

focus exclusively on the case where LLMs can
leverage scientific knowledge for SR, by including
a description of the input and output variables in the
LLM prompt. In contrast, we focus on the general
case where no extra knowledge is given and test
on standard benchmarks within the SR community
and include a wider range of established baselines,
with the aim to directly evaluate the capability of
LLMs on the task of SR. Furthermore, we pro-
pose advancements in the structure of the prompt,
including the coordinates of the points to be re-
gressed, the score of previous attempts, and more
in-context examples. Finally, rather than asking the
LLM to optimize a Mean Squared Error (MSE) ob-
jective, we employ a more advanced loss function,
presented in Section 4, which jointly optimizes for
the accuracy and complexity of the function for
improved generalization properties.

3 Background

The Optimization by Prompting (OPRO) frame-
work was introduced by Yang et al. (2023) for
prompt optimization, i.e., for increasing the per-
formance of models (such as LLMs) that receive
a textual prompt in the input and have to perform
a specific task (such as mathematical reasoning).
Closer to our interest, the authors also present ex-
periments on classical optimization problems (Lin-
ear Regression and Travelling Salesman Problem),
suggesting that OPRO can solve such tasks.

The key idea of the method is the use of a so-
called meta-prompt, a higher level prompt which
contains a description of the task to be optimized
and previous attempts (examples) in solving it with
their corresponding scores. An example of such
task can be querying the model to find a linear func-
tion that fits a set of points. In this case, the prompt
is augmented by the functions that have been tried
out and the mean squared error on the data, ob-
tained with an external evaluation procedure. The
assumption behind it is that LLMs have the ability
to extrapolate the pattern formed by the examples,
thanks to ICL, and propose a better alternative. The
meta-prompt is given as input to the LLM and the
model’s output is then evaluated and added back to
the meta-prompt if the score is good enough. This
approach can then be iterated until a satisfying re-
sult is achieved or a certain computational budget
is exhausted.
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4 Method

We consider a regression dataset D with N observa-
tions and target variables {xi, yi}Ni=1, also denoted
with (X,Y ) more compactly, to be used for pro-
ducing a function f̂ that well approximates the data.
To leverage the OPRO approach for SR, we need to
design a meta-prompt suitable for the task and fill
it with the available observations (X,Y ), an initial
set of k functions F̂0 = {f̂ (1)

0 , f̂
(2)
0 , . . . , f̂

(k)
0 } (ei-

ther hand-written or model-generated) and a mea-
sure of their fitness (score) on D. For our purposes,
we frame the refinement process as a minimiza-
tion problem over an objective function, also called
the error function, such that generated equations
with the lowest error have the highest fitness. The
goal is then to iteratively refine the set of functions
F̂i, i ∈ [1, . . . , n] for each iteration i, until a suffi-
ciently low error is obtained by one of them or a
maximum number of iterations is reached; we de-
note this process as the optimization loop. Due to
the finite size of the LLM context window, we only
keep the k best performing previous attempts in the
set F̂i, where k is a design choice (k = 5 in this
study). The meta-prompt used in the experiment
can be found in Appendix C.

Seed Functions. At the first iteration, F̂0 is
empty as there are no previous guesses from the
model. Thus, an initial population of seed func-
tions is required to kickstart the optimization loop.
Instead of relying on a fixed set of initial functions,
which could be restrictive in general, we ask the
model to generate the initial seed functions (with
the prompt provided in Appendix C). This results in
a complex and diverse set of functions, from which
the LLM can refine its future predictions with the
optimization loop. In our implementation we re-
peat this initial process ns times, as some of the
generated functions can be undefined for certain in-
put points (e.g., log(x) for negative numbers). We
set ns = 10 for this work and explore its impact in
Section 5.5 through an ablation study.

Error Function. The immediate choice for the
objective function would be an MSE, or a similar
error metric, over the regression dataset D. How-
ever, simply minimizing this error can result in
overfitting on the training points in D. As overfit-
ting in SR often occurs due to a growing number
of terms in the generated equation, we adapt from
Shojaee et al. (2023) a fitness function r(f̂ |D) with
an extra penalty term for the complexity C of the

generated expression, defined as the following:

r(f̂ |D) =
1

1 + NMSE(f̂ |D)
+ λe

(
−C(f̂)

L

)
, (1)

where f̂ is the predicted function, C is the complex-
ity defined as the number of nodes in the expression
tree, L is the maximum sequence length (set to 30),
and λ is a hyperparameter to trade-off between the
fit to the data and the complexity. The Normalized
Mean Square Error (NMSE) is calculated as

NMSE(f̂ |D) =

∑N
i=1(yi − f̂(xi))

2

∑N
i=1 y

2
i + ϵ

, (2)

where ϵ is a small regularizing constant. Finally,
we use err(f̂ |D) = r(f̂ |D)−1 as our error function
to frame ICSR as a minimization problem. We
explore the choice of the λ parameter in Section 5.5
with a sensitivity analysis.

Parameter Fitting. We utilize the LLM only
to generate functional forms (skeletons), while
the unknown coefficients associated to the pre-
dicted functional form are optimized by Non-linear
Least Squares (NLS) (Kelley, 1999) available from
SciPy’s (Virtanen et al., 2020). This not only yields
better coefficient values, due to the superior opti-
mization performance of NLS over LLMs, but also
allows for more efficient exploration of the space of
functions, by grouping them in equivalence classes
of unique functional forms. In our implementation,
we optimize the function’s coefficients five times
starting from different random initial values, to
avoid local minima, similarly to Li et al. (2023d).

For other details about the OPRO implementa-
tion, we follow the original work. Specifically, we
also sample multiple functions for every iteration
(asking the model to generate 5 functions for ev-
ery call) in an attempt to improve the stability of
the loop and we experiment with a decreasing tem-
perature parameter to balance exploration/exploita-
tion (with a higher initial temperature encouraging
the exploration of the underlying functional space,
and a lower temperature at the later stages forcing
smaller tweaks to the trajectory). To avoid satu-
rating the model’s context window, we limit the
amount of training points that are included in writ-
ten form to a certain threshold, empirically set to 40.
We discuss this in more detail in the Limitations
Section 6.1.
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Method SR training Evaluated Model Pre-trained Flexible Problem specific Complexity
examples expressions size model vocabulary refinement penalty

ICSR (Ours) 0 O((50 · 5 + 10) · 5) 8B ✓ ✓ ✓ ✓

gplearn 0 O(1000 · 20) - ✗ ✗ ✓ ✗

DSR 0 O(200K) 8K ✗ ✗ ✓ ✗

uDSR* 0 O(200K) 8K ✓/ ✗ ✗ ✓ ✗

NeSymReS 100M O(10 · 10) 26M ✓ ✗ ✗ ✗

E2E 3M O(100) 86M ✓ ✗ ✗ ✗

TPSR 3M O(200 · 3) 86M ✓ ✗ ✓ ✓

* The uDSR method potentially allows using a pre-trained model as a prior. However, as reported in the original paper,
while this is useful in a low-budget search it has tendencies to worsen the performance.

Table 1: Qualitative comparison across baselines. We compare different properties for all baselines. Evaluated
expressions is the total number of equations a method considers for modeling a given training set. Pre-trained
model refers to the use of an underlying model as opposed to training from scratch for each problem. Problem
specific refinement refers to the use of a search algorithm on the space of possible skeletons.

5 Experiments

We empirically evaluate ICSR and compare it
against a set of competitive baselines, checking
both in-domain and out of distribution performance
of the proposed approach.

5.1 Benchmarks
For our experiments, we choose four popular SR
benchmarks containing functions with one or two
input dimensions: Nguyen (Nguyen et al., 2011),
Constant (a modified version of some of the
Nguyen equations with different numerical values
for the coefficients (Li et al., 2023d)), R (Kraw-
iec and Pawlak, 2013) and Keijzer (Keijzer, 2003).
The symbolic equations and ranges for both the
training and testing points are reported in Ap-
pendix D. We leave for future work the evaluation
of ICSR on higher dimensionality benchmarks.

5.1.1 Metrics
While we use the error function err(f̂ |D) during
the optimization loop (see Section 4), we follow
the literature in reporting the coefficient of deter-
mination R2 (Glantz et al., 2017) to evaluate the
quality of our method. This staple metric in SR
can be interpreted as follows: a function will get a
positive score if it is more accurate than the average
prediction and will get a score of 1 for a perfect
prediction. The coefficient is computed as:

R2 = 1−
∑n

i=1(yi − ŷi)
2

∑n
i=1(yi − ȳ)2

, (3)

where yi is the ground truth value, ŷi is the pre-
dicted value and ȳ is the average of all yi.

We report the R2 metric computed on a set of
unseen testing points, obtained from a dense grid

within the same range of input point values as dur-
ing training (for in-domain performance) or its
extended version (for out of distribution perfor-
mance). We follow Li et al. (2023d) and Biggio
et al. (2021) in removing the 5% worst predictions
in all methods to ensure robustness against outliers.
We further report the complexity C of the generated
equations, calculated as the number of nodes in
its expression tree. For all methods, we repeat all
experiments across five different random seeds and
report the average values together with the standard
error of the mean. For ICSR, we allow up to 50
iterations in the optimization loop and end it earlier
if the R2 score on the training set exceeds 0.99999.

5.2 Baselines

To evaluate the performance of the proposed
method we opted for the following list of com-
petitive baselines: gplearn (Stephens, 2022), a
classical GP approach; DSR (Glatt et al., 2022)
and uDSR (Landajuela et al., 2022), two search-
based methods; NeSymReS (Biggio et al., 2021)
and E2E (Kamienny et al., 2022), selected as repre-
sentatives for Transformer-based model pre-trained
over a large-scale SR dataset; and TPSR (Shojaee
et al., 2023), which augments E2E with a decoding
strategy guided by Monte-Carlo Tree Search, as
an efficient combination of pre-training and search.
The details of the baseline model and the hyperpa-
rameters can be found in Appendix B.

We compare various properties of the considered
methods in Table 1. Thanks to the use of LLMs,
ICSR is able to leverage a much larger model size
without the need for SR-specific training examples,
as opposed to the other Transformer based meth-
ods. Furthermore, our method is far more sample
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Method Nguyen (C̄ = 5.2) Constant (C̄ = 4.3) R (C̄ = 8.3) Keijzer (C̄ = 5.0) Overall avg.

R2 (↑) C (↓) R2 (↑) C (↓) R2 (↑) C (↓) R2 (↑) C (↓) R2 (↑) C (↓)

ICSR (Ours) 0.996 ± 0.002 6.4 ± 0.5 0.9991 ± 0.0004 4.6 ± 0.4 0.996 ± 0.001 7.5 ± 0.3 0.981 ± 0.004 8.2 ± 0.7 0.993 ± 0.002 6.7 ± 0.4
gplearn 0.75 ± 0.15 7.2 ± 0.8 0.74 ± 0.22 5.6 ± 0.7 0.97 ± 0.01 7.6 ± 1.3 0.09 ± 0.43 10.5 ± 1.4 0.6 ± 0.2 7.7 ± 1.0
DSR 0.983 ± 0.005 5.8 ± 0.3 0.96 ± 0.01 6.9 ± 0.7 0.95 ± 0.03 5.7 ± 0.5 0.84 ± 0.03 6.3 ± 0.3 0.93 ± 0.02 6.2 ± 0.5
uDSR 0.9998 ± 0.0001 20.4 ± 1.1 0.9997 ± 0.0001 21.9 ± 1.5 0.993 ± 0.004 15.3 ± 0.5 0.980 ± 0.005 22.4 ± 1.5 0.993 ± 0.002 20.0 ± 1.2
NeSymReS 0.976 ± 0.007 6.3 ± 0.2 0.97 ± 0.01 5.9 ± 0.2 0.92 ± 0.02 6.2 ± 0.5 0.87 ± 0.02 6.2 ± 0.2 0.93 ± 0.01 6.2 ± 0.3
E2E 0.9976 ± 0.0005 18.1 ± 1.1 0.996 ± 0.002 16.8 ± 1.2 0.68 ± 0.20 22.3 ± 1.3 0.82 ± 0.05 20.2 ± 0.9 0.87 ± 0.06 19.4 ± 1.1
TPSR 0.9998 ± 0.0001 13.7 ± 0.6 0.9993 ± 0.0001 11.5 ± 0.7 0.996 ± 0.001 13.3 ± 0.7 0.92 ± 0.03 17.2 ± 0.8 0.979 ± 0.008 14.0 ± 0.7

Table 2: Comparison across baselines. We evaluate each method on all benchmarks with five random seeds,
reporting the averages for the coefficient of determination R2 and the function complexity C with the error of the
mean. We further report the average ground truth complexity for each benchmark, indicated with C̄.

efficient when compared to search-based methods
like DSR and uDSR. The LLM is slower in gen-
erating a single expression, but is able to produce
more meaningful equations, thanks to the large pre-
training bias, as opposed to methods like gplearn
and DSR which have to be trained from scratch on
each problem. ICSR is also the only method with a
natural language interface and a flexible vocabulary,
which we discuss further in Section 6.

5.3 Comparison across Baselines

For comparison of ICSR with the baselines, we
choose Llama 3 8B (Meta, 2024) as the underlying
LLM. The results (see Table 2) show that the ICSR
approach is very robust, consistently achieving very
high scores across all benchmarks while producing
expressions with a lower average complexity. The
overall average columns show that ICSR outper-
forms all baselines, with only uDSR matching its
R2 score at the cost of significantly higher com-
plexity. In general, it is important to consider both
metrics simultaneously, as simpler functions can
lead to a sightly lower R2 value while bringing
other advantages, such as better out of distribution
generalization, which we explore in Section 5.4.
As seen in the headers in Table 2, the complexity
values of the ground truth equations align much
more closely to the ones recovered by ICSR as op-
posed to the ones for other high-performing base-
lines, such as uDSR or TPSR. The improvement
in complexity compared to TPSR is particularly
noteworthy, as both methods are using the same
objective function: this could be a sign that LLMs
tend to produce more human-readable expressions
thanks to their pre-training bias. It is also worth not-
ing that ICSR can potentially improve over time by
simply increasing the performance of the underly-
ing LLM backbone without any additional training,
while that is not the case for the other methods.

125 150 175 200
Domain increase (%)

0.0

0.2

0.4

0.6

0.8

R2 score

ICSR
DSR

uDSR
NeSymRes

E2E
TPSR

125 150 175 200
Domain increase (%)

0%

15%

30%

Fraction of negative R2

Figure 2: Comparison across baselines on out of dis-
tribution data. We compared the proposed method
with the baselines by increasing the input domain for
the generated functions. Whenever the R2 becomes
negative, we fix it to 0 when computing the average for
the figure on the left and report the fraction of negative
values in the figure on the right.
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Figure 3: Out of distribution examples. Qualitative
examples demonstrating the generalization capabilities
of ICSR and uDSR on two experiments. The higher
complexity from the uDSR examples introduces unnec-
essary terms that harm the out of distribution perfor-
mance (area shaded in red).
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Method Nguyen Constant R Keijzer

R2 (↑) C (↓) R2 (↑) C (↓) R2 (↑) C (↓) R2 (↑) C (↓)

ICSR (λ = 0.05) 0.996 ± 0.002 6.4 ± 0.5 0.9991 ± 0.0004 4.6 ± 0.4 0.996 ± 0.001 7.5 ± 0.3 0.981 ± 0.004 8.2 ± 0.7

ICSR (λ = 0) 0.9990 ± 0.0004 18.6 ± 0.5 0.9994 ± 0.0001 17.6 ± 0.6 0.988 ± 0.005 19.9 ± 0.8 0.92 ± 0.05 16.6 ± 0.6
ICSR (λ = 0.1) 0.992 ± 0.003 6.1 ± 0.5 0.9978 ± 0.0006 4.3 ± 0.3 0.989 ± 0.004 6.5 ± 0.4 0.980 ± 0.005 7.8 ± 0.6
ICSR (λ = 0.5) 0.94 ± 0.03 4.4 ± 0.4 0.983 ± 0.003 3.0 ± 0.2 0.972 ± 0.005 4.07 ± 0.07 0.95 ± 0.02 6.4 ± 0.6
ICSR (λ = 1) 0.92 ± 0.03 3.7 ± 0.3 0.89 ± 0.04 2.5 ± 0.2 0.95 ± 0.01 3.4 ± 0.2 0.77 ± 0.05 4.8 ± 0.5

Seed only (ns = 10) 0.95 ± 0.03 11.4 ± 0.8 0.982 ± 0.003 8.0 ± 0.7 0.990 ± 0.005 10.3 ± 0.5 0.93 ± 0.03 10.8 ± 0.8
Seed only (ns = 5) 0.986 ± 0.003 12.4 ± 0.7 0.986 ± 0.003 10.0 ± 0.7 0.995 ± 0.001 10.7 ± 0.6 0.88 ± 0.04 12.7 ± 0.8
Seed only (ns = 1) 0.91* ± 0.04 14.5* ± 0.8 0.95* ± 0.03 13.5* ± 0.9 0.97* ± 0.02 12.8* ± 0.7 0.66* ± 0.07 16.0* ± 0.7

Random Guessing 0.960 ± 0.006 3.9 ± 0.2 0.971 ± 0.005 4.4 ± 0.2 0.91 ± 0.03 4.7 ± 0.2 0.77 ± 0.04 4.0 ± 0.2
* Some runs failed to generate valid seed functions. Only 88% of the experiments for nguyen, 93% for constant, 87% for R and 95% for keijzer finished
with at least one valid function.

Table 3: Sensitivity analysis and ablation studies. We perform sensitivity analysis on the values of the complexity
penalty parameter λ and two ablation studies: one using only ns initial seed functions without improving them
and the other one using random guessing, rather than ICSR, for proposing new functions. All ablations on ns are
performed without the optimization loop, only keeping the best generated seed function. We report the averages for
the coefficient of determination R2 and the function complexity C with the error of the mean for all experiments.
We highlight in bold the best performance across different values of λ.

5.4 Out of Distribution Performance

We further explore the advantage of producing func-
tions with a lower complexity value by testing the
out of distribution capabilities of the expressions
recovered by ICSR and the other baselines. We
exclude gplearn from these experiments, as we ob-
serve its performance to be significantly lower com-
pared to the rest of the methods. To include out-of-
domain test points, we extend the input range by
100% to all directions (in which the function is de-
fined). We compute the R2 value on the extended
range, reporting the results in Figure 2. Note that
the R2 value can quickly become increasingly neg-
ative when the functions diverge significantly. In
order to keep the results stable, we treat all negative
values as 0 when computing the average and report
the fraction of experiments with a negative R2.

In general, we observe a sharp decline in perfor-
mance for all methods, with the fraction of negative
R2 values quickly increasing towards the further
extensions of the range. Specifically, ICSR is the
highest performing method in the 175% and 200%
domain increases, with the second lowest and low-
est number of failures respectively. Generally,
methods with lower complexity such as NeSym-
ReS, E2E and TPSR tend to perform better than
uDSR, with the exception of DSR which exhibits
the poorest out of distribution performance even
with a low average complexity. The comparison be-
tween ICSR and uDSR is particularly meaningful:
as reported in Table 2, the two methods are tied for
the best overall average performance, but ICSR out-
performs uDSR when extrapolating further outside

of the training range thanks to the lower complex-
ity of the recovered expressions. We present some
qualitative examples that demonstrate the differ-
ence between the methods in Figure 3.

5.5 Sensitivity Analysis and Ablation Studies

In this section we first investigate the impact of
the λ parameter and then test the importance of
the iterative refinement of the equations with the
optimization loop. Finally, we compare ICSR with
a baseline where the LLM was not given any in-
formation about the observations. All results are
reported in Table 3.

Lambda Parameter. In our sensitivity analysis
we considered the complexity penalty parameter
λ = [0, 0.05, 0.1, 0.5, 1]. We noticed that the small-
est penalty λ = 0.05 was already sufficient to con-
siderably reduce the complexity of the selected
functions and increasing the penalty further had a
relatively smaller impact on complexity. Therefore
we used λ = 0.05 for our experiments. With λ = 0
the complexity is not considered and the equations
overfit on the observations: the R2 score tends to
improve slightly at the cost of a large increase in
complexity, with expressions composed of many
different terms attempting to fit perfectly the train-
ing set. As the value for the parameter λ increases,
both the R2 score and the complexity tend to de-
crease, resulting in equations that underfit the data,
as they do not have enough terms to properly cap-
ture all the observed dependencies. These results
align with Shojaee et al. (2023), who introduced
the fitness function we use. They chose 0.1 as the
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final parameter value, which we find performing
similarly to 0.05, but slightly underfitting on some
benchmarks, particularly R.

Optimization Loop. The results suggest that the
seed functions generation step plays a key role in
our approach, as with ns = 10 the results already
show a high fitness on the test set, although they
still underperform the full method in terms of both
R2 and complexity. We notice that using the best
seed functions without refinement can outperform
the results with ICSR for some values of λ (e.g.
λ = 0, 0.1) in the most complex benchmarks (R
and Keijzer). This is because the performance is
reported on the set of test points and can decrease
when refining, due to overfitting on the training
points. It’s also worth noting that some of the
experiments with only a single initial call did not
result in any valid seed functions, showing the need
for repeating the generation process multiple times.
In the prompt used to generate the seed functions
(reported in Appendix C) we specifically ask for
a diverse and complex set of functions that can
be optimized, which is likely why the complexity
on the seed functions is much higher, as it will be
lowered later in the optimization loop. Overall,
both parts of the method are necessary for the best
possible performance; repeating the seed function
generation step multiple times allows the model to
generate a large number of potential initial expres-
sions, resulting in a solid set of initial candidates
for the optimization loop to build upon.

Random Guessing. As some of the benchmarks
contain common equations such as simple polyno-
mials, the LLM could simply be randomly gener-
ating functions that fit the data points, instead of
actually making use of the information provided
in the prompt. To ensure that this is not the case,
we compare ICSR with a ’Random Guessing’ base-
line, where the LLM was prompted for 60 times
(matching the budget used for ICSR, which uses
10 prompts to generate the seed functions and 50
prompts for the optimization loop) to generate five
random functions, without any information about
the observations or previous guesses (the prompt is
reported in Appendix C). The results show that this
baseline underperforms ICSR on all four bench-
marks, especially on Keijzer, the hardest one. Em-
pirically, we observe that the functions generated
by the LLM in this way are all extremely simple,
mostly constrained to basic polynomials. This con-
firms that LLMs are able to extract patterns from

the prompt and are not simply randomly generating
the solutions.

6 Discussion

Optimizing for out of distribution. A general
framework for optimizing the out of distribution
performance of a predictive model (such as a sym-
bolic equation) is to regularise its complexity, fol-
lowing the Occam’s Razor principle that simpler
explanations are preferable to more complex ones,
all other things being equal. In our work we use
the working definition of complexity as the num-
ber of nodes in the expression tree of an equation.
However, more optimal choices could be available:
for instance, equations containing expressions not
defined on all the real domain (such as logarithms
and square roots) could be penalised more, as they
could be undefined when extrapolating to larger
domains. Knowing in advance the full domain in
which an equation is supposed to hold could also
greatly improve out of distribution performance
by filtering out invalid candidate functions. In the
case of ICSR, it could also be leveraged as ex-
tra information by the LLM. Furthermore, we ob-
serve that numerous equations that we derive with
ICSR have extra terms with very small coefficients
(e.g. O(10−3)) that do not contribute significantly
to the shape of the equation and could be safely
suppressed, resulting in expressions with a lower
complexity. This could be done by modifying the
optimization procedure of the coefficients, to elimi-
nate coefficients under a certain threshold, which
would be a hyperparameter of the method.

Vocabulary. In general, most SR methods are
limited to a predefined vocabulary of operators and
tokens, while LLMs can virtually explore any pos-
sible function and combination. An example of this
is with the xx2

1 function in the Nguyen benchmark:
in Biggio et al. (2021), the authors mention that
it is not included in the set of equations that their
model can fit, while our approach can recover the
exact expression. We also observe a similar trend
with the other baselines for this specific expres-
sion. In our prompts (see Appendix C) we include
a vocabulary for the LLM, but this is meant more
to guide the LLM into the correct search space
and is by no means a hard restriction: for exam-
ple, we observe that ICSR can produce the erf
function even if it wasn’t reported in this list. Fur-
thermore, any function that can be found in the
model’s pre-training corpus (fundamentally the In-
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ternet) can be potentially added to the prompt at
any time if desired, which is impossible for other
fixed-vocabulary methods.

6.1 Limitations

Although promising, the approach presented in this
work still suffers from some key limitations that
hold back its potential as a full Symbolic Regres-
sion method.

Size of the context window. LLMs are provided
with a context window, which represents the maxi-
mum number of tokens they can process as input
at the same time. For instance, Llama3, used for
ICSR, has an 8k token context window. This lim-
its the amount of information that we can include
in the prompt, in terms of training datapoints and
previously attempted functions with their errors.
However, with context-window size increasing,
commercially available LLMs like GPT-4 Turbo
(Achiam et al., 2023) and Claude 3 (Anthropic,
2024), which process over 100k tokens, this issue
is likely to be alleviated or lifted completely.

What to include in the prompt? Including all
needed information in the prompt might not be
enough, as some research suggests LLMs cannot
fully utilize extended contexts (Liu et al., 2024c).
In practice, we observe that when too many points
are included, the model often continues generating
points, especially with two-dimensional functions.
Limiting training points in the prompt to 40 (cho-
sen empirically) helps, while all input points are
still used for coefficient optimization. Some direc-
tions to help the model leveraging the information
in the data could be to sample the most informative
subset of points to fit in the prompt, or present the
LLM with higher-level descriptions of the points,
rather than feeding them directly to the model. Fi-
nally, we hypothesize that presenting the data in
different modalities, such as images of the points
and plots of the functions, by using multimodal
foundation models, might be helpful to incorporate
all information available. We experimented with
Vision-Language Models, but our attempts in that
direction, reported in Section A of the Appendix,
were not fruitful so far.

Dimensionality. Using an LLM for higher di-
mensional inputs is possible, but dimensionality
exacerbates the issues presented above. As the
number of variables grows, so does the space ded-
icated to the input points in the prompt, which

will naturally confuse the model and obfuscate the
structure in the datapoints even further. Specifi-
cally fine-tuning an LLM on this kind of examples
might show some improvement, but scaling this
approach for higher dimensional problems remains
a challenge.

7 Conclusion

We show that LLMs paired with the ICSR approach
are able to perform Symbolic Regression tasks on
classical SR benchmarks. The proposed method
matches or outperforms a variety of established
SR baselines, while producing simpler expressions
that more closely resemble the complexity of the
ground truth equations and result in better out of
distribution performance. This work exposes yet
another task that LLMs can be leveraged for, thanks
to specialized techniques such as ICSR, and shows
promise for integrating these models with mathe-
matical reasoning methods.

7.1 Future Work

As this is one of the first works published on this
topic, much work remains to be done. LLMs al-
low the inclusion of domain-specific natural lan-
guage information into the prompt, as explored
by Shojaee et al. (2024). The natural language in-
terface could be further exploited by employing
explicit Chain of Thought-like (Wei et al., 2022;
Kojima et al., 2022) techniques, allowing the model
to output even more well-informed guesses at ev-
ery step and resulting in an interpretable method.
Another interesting direction would be to consider
tree-based search algorithms on top of the LLM,
analogously to the TPSR (Shojaee et al., 2023) ap-
proach. As our work proves the intrinsic ability of
LLMs to perform SR without taking into considera-
tion any additional inputs, we have hope that future
work can build upon ICSR to further leverage foun-
dation models for SR.
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A Vision-Language Models

In this section we report our findings on extending
ICSR to Vision-Language Models (VLMs), which
we considered a promising direction, but was not
successful experimentally, at least with the VLMs
that we considered.

A.1 Vision-Language Extension
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(b) The previous function fit.

Figure 4: Example of plots used with the VLM. (a)
Scatter plot of the observations used when generating
the seed functions. (b) Plot of the best function from a
previous iteration used in the optimization loop.

Reasoning on the observations and the previ-
ously attempted functions to come up with better
function candidates is a challenging task. Visualis-
ing the data and the functions, when possible, can
be of great help for humans and, we hypothesize,
for SR models too. We thus explore the use of
visual information in ICSR by considering VLMs
in place of LLMs and adding to the optimization
meta-prompt a scatter plot containing the observa-
tions (Figure 4a), as well as plots superimposing
the best previously generated function (Figure 4b).
We dub this variant ICSR-V and present results for
it in Section A.3. However, the use of both vision
and language as input comes with the restriction
of dimensionality, as it is impossible to visualize
inputs with more than two inputs in a single image.
A solution could be to include projections into each
dimension as the input, but this can quickly grow
out of control as the number of variables increases,
and then the additional information would probably
provide diminishing returns.

A.2 Related Work

VLMs have gained traction after Radford et al.
(2021) introduced CLIP, which aligns text and im-
age representations using a contrastive objective.
Various foundation models have been proposed,
such as FLAVA (Singh et al., 2022), LLaVa (Liu

et al., 2023, 2024a,b), Flamingo (Alayrac et al.,
2022), OTTER (Li et al., 2023b,a), Fuyu (Bavishi
et al., 2023) and more recently OpenAI’s GPT4’s
vision extension. A thorough survey of VLM tech-
niques and tasks was performed recently by Zhang
et al. (2024). Typically, a VLM can be built on
top of a pre-trained LLM, which is then paired
with an image embedding network that can trans-
fer the image into the same token space used by
the model, attempting to keep semantic similarity.
This approach is employed, for instance, by BLIP
(Li et al., 2022) and its successor BLIP2 (Li et al.,
2023c). Moreover, these models typically can only
consume images as input, but are unable to gener-
ate them as an answer, but the general framework
can be enhanced with methods for text-to-image
generation, such as DALL-E (Ramesh et al., 2021,
2022) and GILL (Koh et al., 2023).

A.3 Comparison of Text-Only and
Vision-Language Models

To evaluate the effectiveness of the additional plots,
we compare our method with a variant using the
LLaVa-NeXT (Liu et al., 2024b) VLM. To ensure a
fair comparison, we use the same backbone model
and repeat the experiments with and without the
inclusion of visual information. This consists of a
scatter plot of the observations for the seed func-
tions generation step with the overlay of the best
previous function (as the model only supports one
input image at the time of writing) during the opti-
mization loop. An example of the input plots can
be found in Figure 4. We repeat both experiments
across five different random seeds and report the
results in Table 4. Surprisingly, the performance of
the method seems to be unaffected by the presence
of the images. This might be due to several factors,
among which the fact that the vision encoder of the
VLM has not been trained on plots of functions,
but rather on natural images, thus, the visual inputs
might be out of distribution for the model. We also
experimented asking the model facts about the plots
in input (such as range of points, maximum and
minimum values of the function, shape, first and
second derivatives), with no consistent success. It
might be that future models will be more amenable
to this sort of visual mathematical reasoning, but
this is not the case for current VLMs, as was also
suggested by recent work (Wang et al., 2024).
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Benchmark ICSR-V ICSR

R2 (↑) C (↓) R2 (↑) C (↓)

Nguyen 0.991 ± 0.003 5.1 ± 0.3 0.994 ± 0.002 5.0 ± 0.3
Constant 0.995 ± 0.001 4.3 ± 0.3 0.995 ± 0.001 3.9 ± 0.3
R 0.988 ± 0.003 5.7 ± 0.5 0.986 ± 0.003 5.7 ± 0.4
Keijzer 0.983 ± 0.006 7.6 ± 0.8 0.984 ± 0.004 7.4 ± 0.8

Overall avg. 0.989 ± 0.003 5.7 ± 0.5 0.990 ± 0.003 5.5 ± 0.5

Table 4: Comparison on the impact of additional vi-
sual input. All experiments are performed with LLaVa-
NeXT as the underlying model, either providing or
excluding a plot of the best previous function in the
prompts (respectively ICSR-V and ICSR columns). We
report the averages with their errors.

B Hyperparameters

We report the hyperparameters used with LLMs
(Table 5). As reported in the main text, for ICSR
we sample ns = 10 initial seed functions and re-
peat the optimization loop for 50 iterations, using
an acceptance threshold of 0.99999 and repeating
the coefficient fitting for 5 times with different ini-
tializations. For DSR and uDSR we set the compu-
tation budget for the number of expressions to eval-
uate to 200K and extend the vocabulary as {add,
sub, mul, div, sin, cos, exp, log, sqrt, n2, abs,
n3, n4} and {add, sub, mul, div, sin, cos, exp,
log, sqrt, abs, poly} correspondingly. For the
NeSymRes model we evaluate the model check-
point that has been obtained with the training set
of 100M expression skeletons. The actual number
of the equations in the training set is even larger
since the values for the coefficients are resampled
on each training batch. The beam size in NeSym-
Res is set to 10 and the number of restarts for the
external coefficient optimizer is 10, while for E2E
model the beam size is 100 but the coefficient op-
timizer is applied just once. E2E doesn’t benefit
from restarting the external coefficient optimizer as
much since E2E predicts the whole equation includ-
ing the values of the coefficients. The predicted
coefficients can be further improved by numerical
optimizer but they serve as good initial values. For
all other implementation details, we follow the de-
fault hyperparameters provided in the following
repositories: gplearn2, DSR/uDSR3, NeSymReS4

and E2E/TPSR5.
2https://github.com/trevorstephens/gplearn
3https://github.com/dso-org/

deep-symbolic-optimization
4https://github.com/SymposiumOrganization/

NeuralSymbolicRegressionThatScales
5https://github.com/deep-symbolic-mathematics/

TPSR

Parameter Value
temperature 1.0

top_p 0.9
top_k 60

num_beams 1
max_new_tokens 512

Table 5: Sampling parameters for the LLMs.

C Prompts

The prompt used to generate the seed functions is
reported in Figure 5, while the prompt used during
the optimization loop is reported in Figure 6 and
the one used for the random guessing baseline is
reported in Figure 7. For the ICSR-V extension
presented in Appendix A we add a brief description
of the provided plots as well as the image.

D Benchmark functions

The list of functions and point ranges for all the
benchmarks can be found in Table 6. The range
for training and testing points was taken from the
original source where available. Nguyen and Con-
stant do not include a range for the testing points,
so we used the same range as the training points
but with more sample points. U[min, max, num]
indicates points randomly sampled from a uniform
distribution between the min and max values, while
[min, max, num] indicates a range of equispaced
points from min to max. The training points are
sampled from U[min, max, num] once and then
kept fixed across the random seeds and all tested
methods to ensure consistency.

E Sample results

We present a sample of one solution for each func-
tion in the benchmarks found by our method, to
qualitatively investigate the generated expressions.
The observations are seen in blue, the true function
is seen in red and the model’s guess is seen in green
(Figures 8, 9, and 10 and 11). Some of the failures
of the models are apparent: in areas where there is a
low density of training points the model sometimes
makes guesses that ignore the overall trend, as seen,
for example, in the R3 equation (Figure 10). The
Keijzer benchmark is also much harder in the last
5 equations, with only 20 randomly sampled points
to cover a complex 2D space, which can lead to
some failures (e.g., in Keijzer 14).
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I want you to act as a mathematical function generator. Given a set of points below, you are to come up with 5 potential
functions that would fit the points. Don’t worry too much about accuracy: your task is to generate a set of functions that
are as diverse as possible, so that they can serve as starting points for further optimization.
To generate the functions, you will start from a set of basic operators and expressions, and combine them into something
more complex.
Your options are:
- An independent variable symbol: x.
- A coefficient symbol: c (there is no need to write a number - write this generic coefficient instead).
- Basic operators: +, -, *, /, ,̂ sqrt, exp, log, abs
- Trigonometric expressions: sin, cos, tan, sinh, cosh, tanh
Make sure there are no numbers in the functions, use the coefficient token ’c’ instead. Analyze the points carefully: if
there are any negative points in the input, sqrt and log can not be used unless the input is combined with abs.
The functions should all begin with the indicators "f1(x) = ", "f2(x) = "... Your task is to combine an arbitrary number of
these basic blocks to create a complex expression. Don’t be afraid to be creative and experiment! The functions should
be as complex as possible, combining many different operations. Variety is key!
Points: {points}
Functions:

Figure 5: Prompt used to generate the seed functions.

I want you to act as a mathematical function generator. You are given a set of points with (x, y) coordinates below:
{points}
Below are some previous functions and the error they make on the points above. The errors are arranged in order of their
fit values, with the highest values coming first, and lower is better.
Your task is to give me a list of five new potential functions that are different from all the ones reported below, and have a
lower error value than all of the functions below. Only output the new functions and nothing else.
Remember that the functions you generate should always have at most {num_variables} variables {variables_list}.
The functions should have parametric form, using ’c’ in place of any constant or coefficient. The coefficients will be
optimized to fit the data. Make absolutely sure that the functions you generate are completely different from the ones
already given to you.
The functions should all begin with the indicators "f1(x) = ", "f2(x) = "...
Remember that you can combine the simple building blocks (operations, constants, variables) in any way you want to
generate more complex functions. Don’t be afraid to experiment!
{previous_trajectory}

Figure 6: Prompt used during the optimization loop.

Generate five random functions of the form Function: f(x). The functions you generate should always have at most
{num_variables} variables {variables_list}. Only output the functions and nothing else.

Figure 7: Prompt used for the random guessing baseline.
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Experiment Function Train Points Test Points

nguyen1 x3 + x2 + x U [−1, 1, 20] [−1, 1, 200]
nguyen2 x4 + x3 + x2 + x U [−1, 1, 20] [−1, 1, 200]
nguyen3 x5 + x4 + x3 + x2 + x U [−1, 1, 20] [−1, 1, 200]
nguyen4 x6 + x5 + x4 + x3 + x2 + x U [−1, 1, 20] [−1, 1, 200]
nguyen5 sin(x2) · cos(x)− 1 U [−1, 1, 20] [−1, 1, 200]
nguyen6 sin(x) + sin(x+ x2) U [−1, 1, 20] [−1, 1, 200]
nguyen7 log(x+ 1) + log(x2 + 1) U [0, 2, 20] [0, 2, 200]
nguyen8

√
x U [0, 4, 20] [0, 4, 200]

nguyen9 sin(x1) + sin(x22) U [[−1,−1], [1, 1], 100] [[−1,−1], [1, 1], 500]
nguyen10 2 · sin(x1) · cos(x2) U [[−1,−1], [1, 1], 100] [[−1,−1], [1, 1], 500]
nguyen11 xx2

1 U [[0, 0], [1, 1], 100] [[0, 0], [1, 1], 500]
nguyen12 x41 − x31 +

1
2 · x22 − x2 U [[−1,−1], [1, 1], 100] [[−1,−1], [1, 1], 500]

constant1 3.39x3 + 2.12x2 + 1.78x U [−1, 1, 20] [−1, 1, 200]
constant2 sin(x2) · cos(x)− 0.75 U [−1, 1, 20] [−1, 1, 200]
constant3 sin(1.5x1) · cos(0.5x2) U [[−1,−1], [1, 1], 100] [[−1,−1], [1, 1], 500]
constant4 2.7xx2

1 U [[0, 0], [1, 1], 100] [[0, 0], [1, 1], 500]

constant5
√
1.23x U [0, 4, 20] [0, 4, 200]

constant6 x0.426 U [0, 4, 20] [0, 4, 200]
constant7 2 sin(1.3x1) + cos(x2) U [[−1,−1], [1, 1], 100] [[−1,−1], [1, 1], 500]
constant8 ln(x+ 1.4) + ln(x2 + 1.3) U [0, 2, 20] [0, 2, 200]

keijzer3 0.3x · sin(2πx) U [−1, 1, 100] [−1, 1, 10000]
keijzer4 x3 · exp(−x) · cos(x) sin(x) ·

(sin(x)2 · cos(x)− 1)
[0, 10, 200] [0.05, 10.05, 200]

keijzer6 (x · (x+ 1))/2 U [−1, 1, 50] [−1, 1, 100]
keijzer7 ln(x) U [1, 100, 100] [1, 100, 1000]
keijzer8

√
x U [0, 100, 100] [0, 100, 1000]

keijzer9 ln(x+
√
x2 + 1) U [0, 100, 100] [0, 100, 1000]

keijzer10 xx2
1 U [0, 1, 100] [0, 1, 1000]

keijzer11 x1 · x2 + sin((x1 − 1) · (x2 − 1)) U [−3, 3, 20] [−3, 3, 1000]

keijzer12 x41 − x31 +
(x2

2)
2 − x2 U [−3, 3, 20] [−3, 3, 1000]

keijzer13 6 · sin(x1) · cos(x2) U [−3, 3, 20] [−3, 3, 1000]
keijzer14 8/(2 + x21 + x22) U [−3, 3, 20] [−3, 3, 1000]

keijzer15 x3
1
5 +

x3
2
2 − x2 − x1 U [−3, 3, 20] [−3, 3, 1000]

R1 (x+ 1)3/(x2 − x+ 1) U [−1, 1, 20] [−1, 1, 20]
R2 (x5 − 3 · x3 + 1)/(x2 + 1) U [−1, 1, 20] [−1, 1, 20]
R3 (x6 + x5)/(x4 + x3 + x2 + x+ 1) U [−1, 1, 20] [−1, 1, 20]

Table 6: Functions and point ranges for all benchmarks.
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nguyen1 - 0.9998 nguyen2 - 0.9992 nguyen3 - 0.9999 nguyen4 - 0.9990

nguyen5 - 0.9829 nguyen6 - 0.9991 nguyen7 - 0.9991 nguyen8 - 1.0000

nguyen9 - 0.9991 nguyen10 - 0.9999 nguyen11 - 0.9999 nguyen12 - 0.9984

Figure 8: ICSR Results for the Nguyen benchmark for the random seed 1.

constant1 - 0.9994 constant2 - 0.9994 constant3 - 0.9987 constant4 - 0.9999

constant5 - 1.0000 constant6 - 0.9999 constant7 - 1.0000 constant8 - 0.9991

Figure 9: ICSR Results for the Constant benchmark for the random seed 1.
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R1 - 0.9987 R2 - 0.9992 R3 - 0.9905

Figure 10: ICSR Results for the R benchmark for the random seed 1.

keijzer3 - 0.9990 keijzer4 - 0.8528 keijzer6 - 0.9999 keijzer7 - 1.0000

keijzer8 - 1.0000 keijzer9 - 0.9999 keijzer10 - 0.9802 keijzer11 - 0.9542

keijzer12 - 0.9840 keijzer13 - 1.0000 keijzer14 - 0.9895 keijzer15 - 0.9848

Figure 11: ICSR Results for the Keijzer benchmark for the random seed 1.
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