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Abstract

When using language models (LMs) to solve
complex problems, humans might struggle to
understand the LM-generated solutions and re-
pair the flawed ones. To assist humans in repair-
ing them, we propose to automatically decom-
pose complex solutions into multiple simpler
pieces that correspond to specific subtasks. We
introduce a novel objective for learning task de-
composition, termed assistive value (AssistV),
which measures the feasibility and speed for
humans to repair the decomposed solution. We
collect a dataset of human repair experiences on
different decomposed solutions. Utilizing the
collected data as in-context examples, we then
learn to critique, refine, and rank decomposed
solutions to improve AssistV. We validate our
method under competitive programming prob-
lems: under 177 hours of human study, our
method enables non-experts to solve 33.3%
more problems, speeds them up by 3.3x, and
empowers them to match unassisted experts.

1 Introduction

With their increased capabilities, language mod-
els (LMs) are used to perform increasingly com-
plex and high-impact problems (Trinh et al., 2024;
Li et al., 2022; Huang et al., 2023b). The scal-
able oversight challenge emerges (Amodei et al.,
2016): LMs might fail to provide reliable solutions
for these problems, but it is also difficult for hu-
mans to evaluate and improve LMs’ solutions due
to therequired significant time and expertise. One
strategy to assist humans is task decomposition: as
shown in Figure 1, humans can more easily under-
stand and repair complex solutions after they are
decomposed into simpler pieces that correspond to
specific subtasks (Lee and Anderson, 2001).
However, not all decompositions are helpful, and
it is challenging for humans to design an effective
one(Connolly and Dean, 1997; Selby, 2015; Correa
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et al., 2023). For example, Charitsis et al. (2023)
shows that improper decomposition designed by
novice programmers can impede human debugging
performance. To decompose better, we need meth-
ods beyond using fixed heuristic rules (Wu et al.,
2021) or learning from author-crafted demonstra-
tions (Yao et al., 2022; Zelikman et al., 2023).

In this paper, we introduce a novel objective
for learning task decomposition: assistive value
(AssistV, Equation 1), which measures the feasi-
bility and speed of humans to repair a decomposed
solution in the actual annotation process (Figure
1 right). To improve AssistV, we first collect a
dataset of decompositions, measure their AssistV,
and ask human annotators to provide a natural lan-
guage critique on what makes a decomposition
(not) helpful. Then we design a three-stage process
to generate high-AssistV decompositions, where
each stage is implemented by an LLM that learns
from our dataset in context: 1) learn a critique
model 7eitique for predicting human critique on
how to improve the initial decomposition for higher
AssistV, 2) learn a refine model 7efipe to incorpo-
rate the critique to refine the initial decomposition,
and 3) learn a rank model 7,k to select a decom-
position with high AssistV.

We chose competitive programming as a testbed
to validate our method for scalable oversight, since
it is a challenging task that both LMs and humans
alone struggle to solve. We recruit 30 Python
programmers, including 11 experts ! and 19 non-
experts, to repair model-generated program solu-
tions for competitive coding problems, resulting
in a total of 177 worker hours. Experiment re-
sults show that our method enables humans to
solve 33.3% more problems, speeds up non-experts
and experts by 3.3 and 2.4 times, and assists non-
experts to match the performance of non-assisted
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Figure 1: Decompositions can assist humans in supervising models to solve complex problems. Left: To solve a
problem, an LM would first propose an initial solution; our goal is to decompose the initial solution into multiple
simpler pieces such that humans can repair it more easily. (Sub)Task descriptions are truncated for brevity. Right:
The assistive value (AssistV) of a decomposition measures the feasibility and speed of humans to repair the
decomposed solution in the actual problem-solving process. For example, Decomposition B has a higher AssistV
value than A in practice, as it further decomposes the complex if-statement into two simpler subtasks, which
effectively assists humans in identifying a missing condition.

experts. We then analyze LMs’ ability to select
decompositions with higher AssistV: while hu-
mans’ intuitive judgment is not better than random
(49.5%), GPT-3.5-Turbo achieves 62.5% accuracy
by learning from human repair experiences, and
GPT-4 is 15.6% better. This result indicates that
LMs could learn to perform better than humans at
predicting what is more helpful for humans.

Our core contributions are:

* We assist humans with scalable oversight via
automated task decomposition.

* We introduce a novel objective for learning
task decomposition: AssistV, and we pro-
pose a three-stage method to produce a high-
AssistV decomposition by learning to cri-
tique, refine, and rank decompositions.

* We show that our method is effective in com-
petitive programming, improving human su-
pervision performance and bridging the exper-
tise gap.

Overall, even when LMs cannot solve the prob-
lem themselves, they can still learn to assist hu-
mans. By learning from human experiences to re-
pair solutions, more capable models can predict as-
sistive values more accurately and sometimes more
accurately than humans, highlighting the potential
of learning-based methods to assist humans.

2 Methodology
2.1 Task Definition

Our objective is to assist human labelers in repair-
ing model-generated solutions to complex tasks
by learning a decomposition model. This model
decomposes input solutions into multiple easier-to-
repair pieces corresponding to specific subtasks.

Formally, given a problem P and an initial model
solution A, we aim to transform A into a decom-
posed solution A, to improve its assistive value 7,
as defined by:

T
n(Ag) = / eval(AL)dt ()
0

where Ag denotes the solution repaired by humans
after spending time ¢ from its initial solution Ay,
and eval(-) is a metric of solution quality. In com-
petitive programming, we set eval(-) as the pass-
ing rates on unit test cases. Assistive value 7(Ay)
summarizes the solution quality over the human
repairing process starting from A, (Bradley, 1997),
with example trajectories shown in Figure 4. A
higher value of 1(A,) indicates that assisted hu-
mans can more easily repair Ag, thus efficiently
providing a high-quality label to the problem P.
While there are diverse ways to decompose one
single solution as shown in Figure 1, effective de-
composition that improves human problem-solving
performance is non-trivial and can even be chal-
lenging for humans to devise (Charitsis et al., 2023).
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Figure 2: Method overview. Left: we sample multiple decompositions from LMs and evaluate them based on
assistive value 7 and critique C'. We then construct pair-wise decompositions to demonstrate the difference between
low- and high-AssistV decompositions. Right: Starting from a vanilla decomposition generated by naively
prompting LMs, we use the collected pair-wise data as in-context demonstrations to learn three models to critique,

refine, and rank decompositions to better assist humans.

To decompose better, we need methods beyond
prior methods that rely on fixed heuristic rules or
learn from author-crafted demonstrations. In this
paper, we propose to improve the assistive value
of task decomposition by learning from human
problem-solving experiences.

Specifically, we first construct a training set of
human repair experiences between different de-
composed solutions Dyqin = {(Ad,Ad,C, P)},
where (Ag) > n(Ay) and C is a natural language
critique that explains why the decomposition A,
leads to a lower assistive value than fld. Utiliz-
ing the collected training set, we learn to critique,
refine, and rank decompositions to improve assis-
tive value. Figure 2 presents the overview of our
framework.

2.2 Data Collection

Data Preparation For each problem P and an
initial solution A, we obtain K different decom-
posed solutions {AL, - -+, AKX} by sampling from
various LMs with few-shot prompting. See more
details about data preparation in Appendix A.2.

Recruiting Human Annotators We recruit an-
notators from college students. We conduct a pre-
survey about their background and divide them into
two groups based on their programming skills. We
recruit 11 expert annotators who can solve Leet-
code hard-level problems. Especially, 6 of them are
medalists in the National or International Olympiad
in Informatics. We recruit 19 non-expert annotators
who can solve Leetcode medium-level problems
but hardly solve hard-level problems. We conduct

a warm-up test to train annotators to use our exper-
iment environment. We further verify annotators’
programming skills based on their performance in
the warm-up test.

Collecting Assistive Value Following our defi-
nition of assistive value in Equation 1, we collect
assistive value labels of different decompositions
in the actual human annotation process. Specifi-
cally, for each sampled decomposed solution A?,
we collect the following labels:

* Assistive Value 1’: We calculate the assistive
value of Aﬁl following the definition described
in Equation 1.

+ Critique on decomposition C’: After repairing,
we ask annotators to provide natural language
critique C* on how decomposition assists or hin-
ders their debugging.

Constructing Pair-wise Demonstrations We
make (A7, A}) a comparison pair if they meet two
requirements: (1) There is a substantial difference
in assistive value between 7/ and n’. (2) The ad-
vantages in critique C’ match the disadvantages in
(72, and hence C? and C7 explain why Al leads
to more efficient human repair than Aé.

2.3 Models

Starting with a vanilla decomposition generated
by naively prompting LMs, we predict human
critiques on it with 7, refine the decomposi-
tion according to the critique with 7iefine, and rank

%In our experiments, we manually inspect human critiques
and perform matching, as we only need a few examples for
in-context learning. See Appendix A.2 for more discussions.
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candidate decompositions to select the final high-

AssistV output with 7. Figure 2 presents the

overview of our framework. Notably, we intro-

duce critique as an integral step instead of directly
generating refined decomposition since it provides
enriched information for models to learn how de-
composition can achieve improved assistive value.

Additionally, it also enables controllable decompo-

sition as humans can manually edit critiques (e.g.,

requiring specific decomposition on certain com-

plex subtasks).
We next describe the detailed inputs and outputs
of each model:

* Critic Model 7¢itic: It takes a problem P and
a decomposed solution A, as inputs, and out-
puts critique on how to improve Ay for higher
assistive value.

* Refine Model 7yefine: It takes a problem P, a
decomposed solution A, and a critique C' as in-
puts, and outputs a refined decomposed solution
Ag.

* Ranking Model 74,k It takes a problem P and
two decomposed solutions AL, A2 as inputs, and
outputs a ranking that predicts which decomposi-
tion leads to higher assistive value.

For model training, inspired by recent works
showing that modern LMs can learn to critique and
refine model outputs via in-context learning (Bai
et al., 2022; Sun et al., 2023), we use this approach
to learn our three models, where the collected train-
ing data Dy = {(fld, Ag4,C, P)} are formatted
into in-context examples for each model. Example
prompts are shown in Appendix D.

At inference time, we apply 7ritic, followed
by Trefine, to produce a refined decomposition set
{ fld}, and then use Tk to select a decomposition

- among them as the final decomposition.

3 Experiments

3.1 Setup

Benchmark We conduct experiments with the
problems from two widely adopted competition-
level code generation benchmarks, namely APPS
(Hendrycks et al., 2021) and Code-Contests (Li
et al., 2022). For human evaluation, we filter those
problems where the model-generated program di-
rectly passes all test cases and randomly sample 30
problems as the test data.

Metric We measure the supervision quality in
competitive programming by programs’ passing

rates on unit test cases. Specifically, we aggregate
the program’s performance on test cases with two
metrics. Test Case Average Accuracy computes
the average fraction of test cases passed among
all the test cases. Strict Accuracy computes the
average fraction of programs that pass all test cases.

Baselines We consider three baselines:

* Imitial: It prompts a code language model M
with the problem P to generate a solution A
without explicit instructions for decomposition.

* Heuristic Decomposition: Inspired by Mc-
Cabe’s cyclomatic complexity (McCabe, 1976),
a widely adopted metric for measuring code
complexity in software engineering, we imple-
ment a heuristic baseline to decompose a com-
plex program into simpler pieces. Specifically,
we decompose each if-statement as well as for or
while loops into a separate function since these
code structures contribute to higher cyclomatic
complexity. We then generate post-hoc subtask
descriptions using GPT-4.

e Vanilla Decomposition: It prompts a code
language model M to perform decomposition
with basic author-crafted demonstrations with-
out learning from human feedback.

Annotation Procedure We conduct experiments
based on an internal Online Judge system. Prob-
lems are randomly assigned to each annotator while
ensuring that they have not seen the assigned prob-
lem before (if they have, the problem will be re-
assigned) and never repeatedly debug the same
problem. Next, given a competition-level problem,
several exemplified public test cases, and a solu-
tion, labelers are required to perform debugging.
See Appendix C for more annotation details.

Implementation Details We use GPT-4 (Ope-
nAl, 2023) as our default backbone model M for
code generation and decomposition due to its su-
perior in-context learning capabilities. To focus
our evaluation on the impact of decomposition, we
ensure the consistency between initial and decom-
posed solutions based on their outputs on test cases.
If the consistency check fails, we reject the de-
composition and retry within a sampling budget.
The consistency check is applied in all baselines
for fair comparisons. See Appendix A.1 for more
implementation details.
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3.2 Assisting Human Supervision

We evaluate the effectiveness of decomposition in
aiding humans to repair programs and provide reli-
able supervision signals.

3.2.1 Quantitative Analysis

Supervising competitive programming is ex-
tremely challenging In our experiments, highly
experienced experts spend at least 68 minutes re-
pairing 56.7% of the model-generated programs,
and non-experts spend at least 74 minutes repairing
30% of the model-generated programs. These re-
sults indicate that competitive programming serves
as a good testbed for studying scalable oversight.

Decomposition improves human efficiency Fig-
ure 4 demonstrates that humans assisted with
our decomposition model significantly outperform
those without the assistance in terms of the speed
to repair model-generated programs. For instance,
the time required to collect repaired programs with
68% test case accuracy from non-experts is reduced
from 40 minutes to 12 minutes, achieving a 3.3 x
speedup. Paired ¢-tests confirm that these efficiency
gains are statistically significant (p < 0.005) for
both experts and non-experts. These results indi-
cate that our decomposition model can effectively
improve the efficiency of human labelers.

Humans provide higher-quality labels with de-
composition Beyond efficiency, we evaluate how
decomposition impacts the final quality of human
labels. As shown in Figure 3, our decomposi-
tion model enables humans to repair more model-
generated programs. For instance, decomposition
improves the strict accuracy of repaired programs
from 56.7% to 90% for experts and from 30.0%
to 63.3% for non-experts. Paired ¢-tests confirm
the significance (p < 0.01) of these improvements.
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Figure 4: Decomposition improves human efficiency. We plot
the relationship between the human-repaired program’s test case
average accuracy and human time cost.
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Figure 5: Decomposition brings more benefits to human
labelers on hard problems.

This verifies the effectiveness of decomposition in
aiding humans to tackle complex tasks by breaking
them down into more manageable subtasks.

Decomposition enables non-experts to be compa-
rable with experts Remarkably, when assisted
with our decomposition model, non-experts achieve
performance comparable to non-assisted experts in
labeling efficiency and quality. This aligns with the
overarching goal of scalable oversight, empower-
ing human labelers to oversee models in superhu-
man tasks.

Decomposition benefits more on hard problems
To further understand the impact of decomposition,
we extract two subsets from our test data based on
the time spent by non-experts to repair the model-
generated programs: (1) Easy: problems that take
less than 25 minutes. (2) Hard: problems that take
more than 40 minutes. The results shown in Figure
5 reveal that easy problems benefit minimally from
decomposition. However, when it comes to hard
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problems, decomposition significantly improves
the labeling efficiency and final quality of human
labelers. These results further underscore our de-
composition’s utility in complex tasks.

Humans prefer our decomposition model As
shown in Figure 3 and Figure 4, our decomposition
model surpasses other decomposition baselines in
enhancing human labeling efficiency and quality.
We also ask labelers to consider whether the decom-
position is helpful for them to repair the program in
the post-survey. As shown in Figure 6, labelers rate
our decomposition results substantially more help-
ful than the baselines’. These results verify that
LMs can learn to produce high-AssistV decompo-
sitions by learning from human repair experiences.

3.2.2 Qualitative Analysis

To further gain insight into what our decomposi-
tion model has learned from human feedback to
enhance its utility, we analyze the collected hu-
man repairing traces alongside the corresponding
critique, from which we draw the following quali-
tative observations.

Assisting humans by highlighting boundary con-
ditions We observe that decomposing complex
programs around boundary conditions effectively
aids humans. As boundary conditions typically in-
volve more straightforward logic than the core prob-
lem, humans can more easily understand and repair
them. For instance, in one training demonstration
(Figure 12), check_validity highlights all bound-
ary conditions, earning positive human feedback
for enabling them to quickly identify that prob-

lems are located in calculate_minimum_moves . This
principle is learned by our decomposition model,
as evidenced in Figure 13, where it highlights
two boundary conditions in check_zero_piles and

check_same_piles , leading humans to quickly real-
ize the missing third boundary condition.

Assisting humans by creating simpler subtasks
Decomposition reduces human workload by break-
ing down the initial solution into multiple sim-
pler pieces, each corresponding to a specific sub-
task. For instance, in one training demonstration
(Figure 14), find_cycle simplifies the complex

find_cycles , and generate_permutation helps hu-
mans locate the actual bugs in a simple subtask.
Similarly, in Figure 15, our decomposition model
creates a simple task
which effectively isolates bugs. In addition, our
decomposition model learns to decompose code
pieces that humans typically struggle with (e.g.,
nested loops, binary search, and dynamic program-
ming), as exemplified in Figure 14 and Figure 16.

calculate_participants

Assisting humans by presenting clear high-level
logic Decomposition’s ability to offer clear high-
level logic can accelerate comprehension and bug
identification before delving into low-level details,
as demonstrated in Figure 16. Next, Figure 17 illus-
trates our decomposition model’s integration of this
principle by creating two subtasks toggle_doors
and toggle_single_door . This high-level logic in-
dicates that the current solution addresses each door
independently, thereby enabling humans to locate
bugs directly since doors are interrelated in the
problem context.

3.3 Assisting AI Supervision

With the verified effectiveness of decomposition
in assisting human supervision, we further explore
its potential to assist Al supervision. We suspect
that some patterns of decompositions shown in Sec-
tion 3.2.2 (e.g., creating simpler subtasks and pre-
senting clear high-level logic) can also help Al to
evaluate (i.e., discriminate programs’ correctness)
and repair programs. We achieve Al supervision by
prompting a code language model M to perform
discrimination and repair (Saunders et al., 2022;
Madaan et al., 2023; Chen et al., 2023).

Decomposition facilitates accurate self-
supervision We first investigate decomposition’s
impact on self-supervision, where we use GPT-4
to supervise itself. Results in Table 1 reveal
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Discrimination Repair

Program Acc Acc (Strict) Acc (Test Case)
APPS
Initial 10.2 18.3 (+0.0) 41.5(-0.3)
Heuristic Decomp 30.0 16.7 (-1.6) 39.2 (-2.6)
Vanilla Decomp 32.7 19.2 (+0.9) 42.7 (+0.9)
Assistive Decomp 42.9 21.7 (+2.9) 47.4 (+5.6)
Code-Contests
Initial 26.7 6.3 (+0.0) 20.1 (+1.3)
Heuristic Decomp 46.7 7.3 (+1.0) 19.3 (+0.5)
Vanilla Decomp 53.1 8.3 (+2.0) 21.4 (+2.6)
Assistive Decomp 62.5 12.5 (+6.2) 26.3 (+7.5)

Table 1: Decomposition aids Al systems to discriminate
and repair programs, improving discrimination accuracy
and repaired solutions’ accuracy. Parenthetical values
denote the accuracy variation from non-repair programs.

Initial Assistive Decomp

APPs Code-Contests

Discrimination Accuracy
Discrimination Accuracy

0
Weak-to-Strong self Weak-to-Strong self
P P upervision upervision

Figure 7: Decomposition aids Al systems to provide
self-supervision, where GPT-4 discriminates its own
outputs, and weak-to-strong supervision, where GPT-
3.5-turbo discriminates GPT-4-generated programs.

that GPT-4 struggles to discriminate and repair
programs generated by itself, echoing recent
findings in LLMs’ self-correction abilities (Huang
et al., 2023a). However, decomposing the complex
programs with our model improves both discrim-
ination accuracy and repaired solution quality
by a large margin. For instance, discrimination
accuracy improves from 10.2% to 42.9% on APPS
and from 26.7% to 62.5% on Code-Contests.

Decomposition facilitates accurate weak-to-
strong supervision Having verified the effective-
ness of decomposition in aiding non-expert human
labelers, we now investigate its potential to assist
weak models in supervising strong models. We
evaluate GPT-3.5-turbo’s ability to discriminate the
programs generated by GPT-4. The results in Fig-
ure 7 reveal that our method leads to more accurate
weak-to-strong Al supervision. For instance, it
improves GPT-3.5-turbo’s discrimination accuracy
from 6.1% to 22.4% on APPS, surpassing the non-
assisted accuracy of GPT-4 (10.2%).

Method Accuracy
Intuitive Human Preference 49.5
Cyclomatic Complexity 48.4
GPT-3.5-turbo Zero-shot 54.3
GPT-3.5-turbo Few-shot 62.5
GPT-4 Zero-shot 66.7
GPT—4 Few-shot (ﬂ—rank) 78.1

Table 2: Accuracy of the rank model in predicting the
assistive value of decompositions in actual human repair
processes.

4 Analysis
4.1 Validity of the Rank Model

We evaluate the effectiveness of our ranking model
Trank 10 predicting the assistive value of decompo-
sitions. We construct paired decompositions an-
notated with real assistive value labels as the test
data. The results shown in Table 2 indicate that
LLMs can learn to select higher-AssistV decompo-
sition for assisting humans via in-context learning,
surpassing prior heuristic or zero-shot baselines.
Notably, we ask humans to provide preferences
on paired decompositions without repairing them,
which is shown to align poorly with their actual
assistive value for human repair. These results
highlight the importance of measuring assistive
value based on actual human supervision experi-
ences. See Appendix B.4 for more details about
these ranking baselines.

4.2 Ablations on the Critic Model

We perform an ablation to explore the impact of
our critic model 7. In the ablated version, we
directly generate refined decompositions without
incorporating predicted critiques. We use Tk as
a proxy to evaluate the assistive value of decompo-
sitions due to its reasonable performance (Section
4.1). The win rates between models with and with-
out Teritic are 58.8% and 35.3%, respectively. These
results indicate the effectiveness of learning from
informative natural language human feedback.

4.3 Distilled Decomposition Model

In this section, we aim to study whether moderate-
size open-source LL.Ms can also learn to generate
better decompositions to assist human or Al su-
pervision while reducing API costs and enhancing
reproducibility. We hence distill the knowledge
of assistive decomposition from proprietary LLMs
into an in-house model 7y. Specifically, we create
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supervised data D = {(P, A, A%)} with LLMs as
illustrated in Section 2.3, and optimizing 7y over
D via the standard MLE loss:

1A%

Lyrre =— Y logmg(Aj,|As_,, A, P)
t=1

where P, A, and A}, denote the problem, the ini-
tial model-generated solution, and the decomposed
solution, respectively.

We evaluate the performance of the Code-
LLaMA-based (Roziere et al., 2023) distilled de-
composition model in aiding human and Al super-
vision, finding it outperforms the vanilla decom-
position based on Code-LLaMA and even GPT-
4. These results reveal the effectiveness of dis-
tilling the knowledge of assistive decomposition
from GPT-4 to Code-LLaMA. See Appendix B.5
for detailed results.

5 Related Work

5.1 Code Generation

Language models have achieved impressive per-
formance in generating simple code pieces (Chen
et al., 2021; Austin et al., 2021) by learning from
human demonstrations (Li et al., 2023), and are
being used to generate increasingly complex pro-
grams (Hendrycks et al., 2021; Li et al., 2022). In
this context, our paper studies how to aid humans
in efficiently providing reliable supervision to train
models that don’t write buggy programs in complex
and high-impact scenarios.

5.2 Al-assisted Programming

Prior works have explored various forms to assist
human programmers, including code completion
(Github, 2021), bug location (Xie et al., 2016), and
program repair (Joshi et al., 2023). However, these
methods rely on assistant models’ capacity for ac-
curate code generation or repair—a requirement
unmet in our setup, where models face challenges
in performing either task. We thus explore an alter-
native form of assistance via task decomposition,
which alleviates the burden on assistant models.

5.3 Task Decomposition

Task decomposition has been extensively studied
for tackling complex tasks, primarily focusing on
enhancing model performance (Khot et al., 2022;
Dua et al., 2022; Yao et al., 2022) and enabling

efficient searching over the subtask space (Zelik-
man et al., 2023). In contrast, our paper studies
decomposition from a human-centric perspective,
aiming to facilitate human supervision over com-
plex tasks, akin to Wu et al. (2021)’s work in aiding
human supervision over book summarization. Con-
cerning the implementation of decomposition, prior
works mainly rely on fixed heuristic rules (e.g., de-
composing each N-line of codes) or author-crafted
demonstrations (Wu et al., 2021; Khot et al., 2022;
Zelikman et al., 2023). In this paper, we take the
first step towards advanced decomposition by learn-
ing to improve a novel objective: assistive value,
which exactly measures the feasibility and speed
of human repair in the actual annotation process.

5.4 Learning from Human Feedback

Learning from human feedback has been widely
adopted in recent works for developing human-
friendly general language models (Ouyang et al.,
2022). Our work can also be understood as intro-
ducing this concept to the development of assistant
models. Specifically, our introduced objective—
assistive value—could also be introduced as a unique
type of human feedback, which is gathered from
actual human problem-solving experiences. There-
fore, the collected human feedback could be more
aligned with the ultimate goal of Al assistants: en-
hancing human problem-solving performance.

5.5 Scalable Oversight

Advancements in LLMs have intensified the need
for scalable, reliable human oversight on complex
tasks that reach or even exceed the capabilities of
human experts. Addressing this, prior research has
explored various assistance methods, such as self-
critiquing (Saunders et al., 2022), Al debate (Par-
rish et al., 2022), and decomposition (Christiano
et al., 2018; Wu et al., 2021). However, previous
works overlook the feedback from actual assisted
humans, potentially leading to reduced helpfulness
of the assistance to humans (Xie et al., 2016; Par-
rish et al., 2022). To bridge this gap, we propose to
learn assistance models from human feedback.

6 Conclusion

This paper focuses on assisting humans in super-
vising LMs on complex problems by automated
task decomposition. We introduce a novel ob-
jective for learning task decomposition: assistive
value (AssistV), which measures the feasibility

11707



and speed of humans to repair a decomposed solu-
tion. We collect a dataset of decompositions, mea-
sure their AssistV, and ask human annotators to
provide a natural language critique on what makes
a decomposition (not) helpful. We then learn to
critique, refine, and rank decompositions to gen-
erate high-AssistV decompositions. Experiment
results demonstrate that our method can effectively
assist humans in providing higher-quality super-
vision with significantly less time. Notably, our
method assists non-experts in matching unassisted
experts. Overall, we show that even when LMs
cannot solve the problem themselves, they can still
learn to assist humans by learning from human
repair experiences. These results highlight the po-
tential of learning-based methods to assist humans
with scalable oversight.

Limitations and Future Work

One limitation of our work is that our non-expert
participants, who could solve 30% of the prob-
lems while spending 74 minutes, are still more
skilled than novice programmers (e.g., program-
mers who can only solve Leetcode easy-level
problems) or non-programmers. Nonetheless, we
demonstrate the effectiveness of our decomposi-
tion model, which successfully enables assisted
non-experts to be comparable with non-assisted ex-
perts. We leave the investigation of leveraging de-
composition to assist novice programmers or even
non-programmers as future work.

Another limitation of our paper is that we did not
conduct experiments on misleading benchmarks,
which mainly consist of subtle errors that humans
tend to overlook. The effectiveness of decomposi-
tion in aiding humans in detecting and fixing these
subtle errors is worth studying in future work.

Moreover, we only conduct experiments based
on in-context learning and supervised learning.
Given the reasonable performance of the rank
model (Section 4.1), fine-tuning the decomposi-
tion model with reinforcement learning is worth
studying in the future.

Finally, our introduced objective AssistV,
which highlights the possibility of learning an effec-
tive assistance model from human problem-solving
experiences, can be further extended to other as-
sistance forms beyond decomposition. For exam-
ple, recent works explore using model-generated
explanations to assist humans in complex decision-
making tasks (e.g., complex question answering

(Rein et al., 2023)). However, the practical bene-
fits of model explanations are mixed as they may
introduce additional human workload for under-
standing the explanation or even mislead humans
to incorrect results (Parrish et al., 2022). Therefore,
future works can explore what kind of explanations
can better assist humans by measuring the AssistV
of different explanations and learning to improve
AssistV.
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A Implementation Details

A.1 Consistency of Decomposition

To ensure consistency between initial and decom-
posed solutions, we set the max retry time N = 8.
If the consistency check fails in the end, we di-
rectly use the initial solution as the final output.
Empirically, we find the consistency ratio of the de-
composition generated by few-shot prompting with
Code-LLaMA-13B, GPT-3.5-turbo, and GPT-4 is
92.9%, 97.6%, and 98.8%, respectively.

A.2 Data Collection

Data Preparation We use vanilla decomposi-
tion to sample K = 5 different decomposed solu-
tions from various code generation models, includ-
ing Code-LLaMA-13B, GPT-3.5-turbo, and GPT-4.
We use top-p sampling with a default temperature
0.5.

Constructing Pair-wise Demonstrations For
constructing pair-wise decompositions, since we
adopt a few-shot learning setup in our experiments,
we manually inspect the collected human critiques
and perform matching. And we finally collect five

Non-Expert
1.0 -

—— Initial-Repair
—— Scratch
0.8 -

0.6 -

0.4 -

Test Case Average

0.2-

0.0 -

1 I
10 20 30 40 50
Time Cost

o -

Figure 8: Comparing the performance of human labelers
when asking them to write programs from scratch or
repairing model-generated programs.

pair-wise decompositions as the training data for
in-context learning.

Considering that matching critiques based on
semantic similarity is not challenging for modern
LMs, we further explore automatically matching
decompositions based on language models. Specifi-
cally, given two decomposed solutions with the cor-
responding human critiques: (AL C1), (42, C?),
we prompt GPT-3.5-turbo to evaluate if C'* matches
C?. We construct a test set that contains 50 decom-
position pairs for evaluating the automatic match-
ing performance, where the golden labels are de-
rived from manual matching results. We find that
GPT-3.5-turbo achieves a perfect accuracy of 100%.
These results indicate that it is promising to con-
struct pair-wise demonstrations automatically.

A.3 Benchmark

We obtain competition-level problems from Code-
Contests and APPS. We use the whole test set of
Code-Contests that consists of 96 problems and ran-
domly sample 120 problems from the competition-
level subset of APPs. When conducting human
experiments, we first filter those problems where
the generated solution directly passes all the hidden
test cases and randomly sample 30 problems as the
test data.
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B Additional Results

B.1 Comparing Human Propose with Human
Repair

We adopt a propose-and-repair pipeline to obtain
labels for code generation. Instead of burdening
humans with creating programs from scratch, we
leverage the coding capabilities of modern LLMs to
propose initial programs and then ask humans to re-
pair them. This pipeline is motivated by the recog-
nition that modern LLMs can effectively solve a
considerable portion of test cases, making them
a practical starting point for reducing the human
workload and streamlining the data collection pro-
cess (Vaithilingam et al., 2022).

We also empirically verify the effectiveness of
this pipeline by comparing it with a baseline where
human labelers are required to write programs from
scratch. We construct two test sets for competitive
programming, consisting of 10 and 18 problems
that code generation models (e.g., GPT-4 in our
experiments) succeed or fail to solve, respectively.
We then study human labelers’ efficiency on these
two test sets. For problems that models can directly
solve, non-expert humans also achieve 100% accu-
racy while still spending on average 24.8 minutes.
For problems that models fail to solve, the results
are shown in Figure 8. We can see that human la-
belers can also more easily collect a high-quality
program label based on an initial model-generated
program, yielding higher labeling quality and effi-
ciency.

B.2 Directly Generating Decomposed
Solutions

In our experiments, we follow a two-stage frame-
work to first generate an initial solution and then
decompose it. We choose not to generate decom-
posed solutions for these two reasons. First, the
two-stage framework enables us to focus on the
impact of decomposition. Otherwise, directly gen-
erating decomposed solutions may introduce differ-
ences in solution contents, which can also impact
human repair experiences. Second, we observe
that code generation models might perform worse
when prompted to generate decomposed solutions
directly. Table 3 presents the results, from which
we can observe a substantial decrease in accuracy
when directly prompting GPT-4 to generate decom-
posed solutions. We conjecture this might be due to
the fact that most codes in these language models’
pre-training corpus are not well modularized and

Prompt Strict Accuracy Test Case Average
Non-decomposed 18.3 41.5
Decomposed 16.7 374

Table 3: Prompting GPT-4 to generate non-decomposed
solutions and decomposed solutions. We evaluate the
accuracy of the generated solutions on APPS.

decomposed.

B.3 Evaluating Code Decomposition with
Software Engineering Metrics

We adopt the following four metrics to evaluate de-
composition, which are widely adopted in software
engineering:

* Func Number: It calculates the average number
of functions (i.e., subtasks)

* Avg Complexity: It first calculates the average
cyclomatic complexity among all pieces in a sin-
gle program and then takes an average across all
programs.

* Max Complexity: It first calculates the maximum
cyclomatic complexity among all pieces in a sin-
gle program and then takes an average across all
programs.

* Global Max Complexity: It calculates the max-
imum cyclomatic complexity among all pieces
across all programs.

From the results shown in Table 4, we can see
that by learning from human feedback, our decom-
position model produces more subtasks and lower
complexity than the vanilla decomposition baseline.
In addition, while heuristic decomposition results
in the largest number of subtasks and the lowest
cyclomatic complexity, it does not effectively as-
sist humans in practice. These results indicate that
these naive objectives for code decomposition (e.g.,
function number, cyclomatic complexity) are not
well aligned with the assistive value in the actual
human supervision process.

B.4 Analysis of the Rank Model

Given a question (), and a pair of decomposed solu-
tions A} and A%, we adopt the following four meth-
ods to predict which decomposed solution leads to
higher assistive value:

¢ Intuitive Human Preference: ask human pro-
grammers to give an intuitive preference for
which decomposition can lead to higher human
repair performance (i.e., higher assistive value).
For each decomposition pair, we ask three anno-
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Complexity
Program Func Number Avg Max Global Max
APPS
Initial 0.4 55 5.7 17.0
Heuristic Decomp 45 20 23 4.0
Vanilla Decomp 2.8 25 4.0 12.0
Human-Centric Decomp 3.1 24 38 10.0
Code-Contests
Initial 0.4 51 57 18.0
Heuristic Decomp 52 20 23 5.0
Vanilla Decomp 2.9 27 42 12.0
Human-Centric Decomp 43 22 37 10.0

Table 4: Statistics of initial programs and decomposed
programs. “Func number” denotes the average number
of functions (i.e., subtasks), “Complexity”” denotes the
value of cyclomatic complexity.

Win  mem Tie Lose

Assistive Assistive
Code-LLaMA GPT-4
Assistive Vanilla
Code-LLaMA GPT-4

Assistive Vanilla
Code-LLaMA Code-LLaMA

Figure 9: Comparison of the distilled assistive Code-
LLaMA model against three other decomposition mod-
els. We use our rank model as a proxy evaluator.

tators to give a preference. We adopt majority
voting to make final decisions among three anno-
tators.

¢ Cyclomatic Complexity: consider the solution
with a lower cyclomatic complexity as the better
one.

 Zero-shot: prompt a code language model M to
select a more effective decomposition in a zero-
shot setting.

* Few-shot (7rank): prompt a code language model
M to select a more effective decomposition in
a few-shot setting, where the few-shot demon-
strations are collected from the feedback of real
human labelers as illustrated in Section 2.

B.5 Analysis of the Distilled Decomposition
Model

We compare the distilled assistive decomposition
model based on Code-LLaMA-13B with the vanilla
decomposition based on Code-LLaMA-13B and
GPT-4, as well as its GPT-4-based teacher model.
We conduct experiments to assist both human su-
pervision and Al supervision.

Assisting Human Supervision Based on the rea-
sonable accuracy of our rank model in predicting

APPS Code-Contests

Assistive Assistive

- (GPT-4)
47 (GPT-4) 26
25
46
24
& & Assistive
£ § 23 (Code-LLaMA)
K Ed
M Assistive o
% 44 (Code-LLaMA) 9 22
o o
E Vanilla i 21 Vanill
Q ol /anilla
3 (GPT-4) (GPT-4)
V Original V
20 ®
42 -
o Original Vanilla 19
(Code-LLaMA) Vanilla
41 * 18 (Code-LLaMAIC
10 20 30 40 30 40 50 60

Discrimination
Accuracy

Discrimination
Accuracy

Figure 10: Assisting Al supervision with the distilled
decomposition model.

the actual assistive value of decompositions (Sec-
tion 4.1), we use the prediction of our rank model
as a proxy to evaluate the distilled decomposition
model. The results shown in Figure 9 demonstrate
that the distilled assistive Code-LLaMA model
substantially outperforms vanilla Code-LLaMA
and moderately outperforms vanilla GPT-4, thanks
to the internalized high-AssistV decomposition
knowledge in the generated data from its teacher
model.

Assisting AI Supervision As illustrated in Sec-
tion 3.3, we evaluate the distilled decomposition
model’s performance in assisting Al systems in
providing two forms of supervision: discrimina-
tion and repair. As shown in Figure 10, the dis-
tilled decomposition model leads to more accurate
Al supervision than the vanilla Code-LLaMA-13B
model and even the vanilla GPT-4.

C Additional Human Annotation Details

Labeler selection Our labelers are mainly hired
from college students. To ensure the honesty of
labelers, we track their debugging trajectories and
filter those who plagiarize online golden solutions.
As for group slicing, besides conducting a pre-
survey to collect their self-evaluation on the pro-
gramming level, we further examine their level
based on their performance during the warm-up
test.

Labeling instruction We present the summary
of our labeling instructions in Table 5.

Interface In Figure 11, we present screenshots
of our interface.
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Instruction:
You are given an algorithmic coding problem and a model-generated solution. Your job is to debug the
solution and improve its accuracy.

During debugging, you can actively submit your code and run your custom test cases. If the solution has
a modular structure with multiple subfunctions, leverage it to accelerate your debugging. For example,
you can check the presented high-level logic before inspecting low-level implementations, and you can
perform function-level debugging.

There are two criteria to stop debugging: (1) The repaired solution passes all hidden test cases. (2) The
debugging time already exceeds 30 minutes. This timeframe is imposed to avoid endless debugging.

Survey:
Review your debugging process and answer the following questions.
* Fixed Bugs: What bugs have you fixed during debugging?
* Critique on Decomposition: how does the current decomposition impede or improve your debugging
efficiency?
* Other Assistance Forms: what other assistance forms do you need based on your debugging experi-
ence?

Table 5: Summary of our labeling instruction and survey.

D Example Prompts

D.1 Generating Initial Solution

For generating the Initial solution, we adopt the
prompt in Table 6.

D.2 Vanilla Decomposition

For vanilla decomposition, we adopt the prompt in
Table 7.

D.3 Critique

For generating critique on decomposition, we adopt
the prompt in Table 8.

D.4 Refine

For generating the refined decomposed solution,
we adopt the prompt in Table 9.

D.5 Rank

For ranking which decomposition leads to higher

human efficiency, we adopt the prompt in Table 10.

E Case Study

We present several cases to illustrate how decom-
position assists humans in practice by highlighting
boundary conditions (Figure 12, Figure 13), creat-
ing simpler and more managable subtasks (Figure
14, Figure 15), and presenting clear high-level logic
(Figure 16, Figure 17).
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Competition-level Coding

Welcome, test 121! exit

Annotation Procedure

¢ Step 1: Click on a question in the list, and the timer starts counting.
¢ Step 2: Perform debugging.
o you can actively submit your code during debugging
* Step 3: End the annotation based on the following two criterias
o The repaired solution passes all test cases
o The debugging time already exceeds 30 minutes.
e Step 4: Review the debugging process and complete the post-survey

Evaluation

 Environment: Python 3.8.10 [GCC 9.4.0]; Ubuntu 20.04

e First use py_compile to complie the source code. Then use python3 to execute the byte-code file.
e Apart from the built-in system libraries, no support is provided for any third-party libraries.

e time limit per test: 2s, memory limit per test: 512MB

Problem List

Idx Status
test-0 Unlabeled
test-1 Unlabeled

(a)
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Competition-level Coding

Welcome, test 121! exit

Problem test-1
Two pirates Polycarpus and Vasily play a very interesting game. They have n chests with coins, the chests are

numbered with integers from 1 to n. Chest number i has a_{i} coins.

Polycarpus and Vasily move in turns. Polycarpus moves first. During a move a player is allowed to choose a positive
integer x (2:x + 1 < n) and take a coin from each chest with numbers x, 2:x, 2:x + 1. It may turn out that some chest has
no coins, in this case the player doesn't take a coin from this chest. The game finishes when all chests get emptied.

Polycarpus isn't a greedy scrooge. Polycarpys is a lazy slob. So he wonders in what minimum number of moves the
game can finish. Help Polycarpus, determine the minimum number of moves in which the game can finish. Note that
Polycarpus counts not only his moves, he also counts Vasily's moves.

Input

The first line contains a single integer n (1 < n < 100) — the number of chests with coins. The second line contains a
sequence of space-separated integers: a_1, a_2, .., a_{n} (1 < a_{i} < 1000), where a_{i} is the number of coins in the
chest number i at the beginning of the game

Output

Print a single integer — the minimum number of moves needed to finish the game. If no sequence of turns leads to
finishing the game, print -1.

Examples

Input
1
1

output
-1
Input
3
123

output
3

Note

In the first test case there isn't a single move that can be made. That's why the players won't be able to empty the
chests.

In the second sample there is only one possible move x = 1. This move should be repeated at least 3 times to empty
the third chest.

View the raw problem text (If the problem text is not displayed correctly, please click here)

Submit | Log | Original Solution | End Annotation Score: 0/ 40 Time Cost: 17:39
1, def read_input():
9 .
3 ad the input from the user
5 Returns
6 - n: The number of chests with coins.
7 a: The list of number of coins in each chest
N
1 = int(input )

a

t(map (int, input().split()))

return n, a

def ty ()

Check if the game can be finished.

- n: The number of chests with coins.

Returns:
- True if the game can be finished, False otherwise.
returnn 1= landn %2 1= 0

def calculate_minimu moves(n, &

Custom Test

Use custom test cases to run your program
Input Output

Hello world

(b)

Figure 11: Screenshots of our labeling interface. (a) After entering the OJ system, labelers can see a brief labeling
instruction and a problem list. (b) For each problem, annotators are required to perform the debugging task. During
debugging, our OJ system supports annotators to run their custom test cases.
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Problem

You are given a tree consisting of n vertices. A number is written on each vertex; the number on vertex ¢ is equal to a;.
Let’s denote the function g(z, y) as the greatest common divisor of the numbers written on the vertices belonging to the
simple path from vertex x to vertex y (including these two vertices). Also let’s denote dist(x, y) as the number of vertices
on the simple path between vertices x and y, including the endpoints. dist(z,x) = 1 for every vertex .

Your task is to calculate the maximum value of dist(z,y) among such pairs of vertices that g(z,y) > 1.

—Input—

The first line contains one integer n — the number of vertices (1 < n < 2-10°).

The second line contains n integers a1, a2, ..., an (1 < a; < 2- 105) — the numbers written on vertices.

Then n — 1 lines follow, each containing two integers x and y (1 < z,y < n,z # y) denoting an edge connecting vertex
x with vertex y. It is guaranteed that these edges form a tree.

—Output—

If there is no pair of vertices x, y such that g(x,y) > 1, print 0. Otherwise print the maximum value of dist(x,y) among
such pairs...[TRUNCATED]

Solution

import sys

answer = 1
z = True
primes = []
for i in range (2, 5 % 10 =% 2):

v = True

for p in primes:

if i \%p == 0:
v = False
if v == True:

primes .append (i)

n int(sys.stdin.readline ().strip ())
a list (map(int, sys.stdin.readline().strip().split()))
if sum(a) == n:

z = False
for i in range (0, n):

x = a[i]

ali] = [1]

for p in primes:

if x \% p == 0:
alil.append([p, 11) \\
x =x /] p
while x \% p == 0:
x =x //p
if x !I= 1:
ali].append([x, 1])
neighbours = [[] for i in range (0, n)]
for i in range (0, n — 1):

line = sys.stdin.readline ().strip ().split()
neighbours[int(line [0]) — 1].append(int(line[1l]) — 1)
neighbours[int(line[1]) — 1].append(int(line[0]) — 1)
leaves = []
for i in range (0, n):
if len(neighbours[i]) == 1:
leaves .append (i)
while len(leaves) > 1:
x = leaves.pop()
y = neighbours[x][0]
neighbours[y].remove(x)
if len(neighbours[y]) == 1:
leaves .append(y)
for p in a[x]:
for q in aly]:

if p[0] == q[0]:
answer = max([answer, p[l] + q[1]])
q[1] = max([q[1],p[1]+1])
if z == False:
print (0)
else:

print (answer)

Problem
{{Problem} }

Table 6: Excerpt of the input prompt for generating initial solutions.
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Problem

You are given a tree consisting of n vertices. A number is written on each vertex; the number on vertex ¢ is equal to a;.

Let’s denote the function g(z, y) as the greatest common divisor of the numbers written on the vertices belonging to the simple path from vertex x to vertex
y (including these two vertices). Also let’s denote dist(z, y) as the number of vertices on the simple path between vertices = and y, including the endpoints.
dist(x,x) = 1 for every vertex x.

Your task is to calculate the maximum value of dist(x, y) among such pairs of vertices that g(x, y) > 1..[TRUNCATED]

Initial Solution

# ... [ TRUNCATED]
for i in range (2, 5 % 10 =#x 2):

v = True
for p in primes:
if i \% p ==
v = False
if v == True:

primes . append (i)
n = int(sys.stdin.readline ().strip ())
a = list(map(int, sys.stdin.readline().strip ().split()))

if sum(a) == n:
z = False

for i in range (0, n):
x = a[i]
ali] = []

for p in primes:
if x \% p == 0:
ali].append([p, 11)

x=x//p
while x \% p == 0:
X =x /lp
if x 1= 1:

a[i].append([x, 1])
# ... [ TRUNCATED]

Your task is to decompose the initial solution into separate functions that handle specific tasks. This will make the code more modular and easier to understand and
debug.
Decomposed Solution

def sieve_of_eratosthenes (limit):
Generate a list of prime numbers up to the specified limit.
Parameters :
— limit: The upper bound up to which prime numbers are to be found.
Returns :
— primes: A list of prime numbers up to the specified limit.
primes = []
is_prime = [True] % (limit + 1)
for p in range(2, limit + 1):
if is_prime[p]:
primes . append(p)
for i in range(p * p, limit + 1, p):
is_prime[i] = False
return primes

def factorize_numbers(a, primes):
Factorize each number in the list ’a’ using the list of known primes.
Parameters :
— a: The list of numbers to be factorized.
— primes: The list of known prime numbers.

Returns:
— factorized: A list of factorized numbers, where each number is represented as a list of prime factors and their
exponents .
factorized = []
for x in a:
factors = []

for p in primes:
if x \% p == 0:

while x \% p == 0:
x /l=p
factors.append ((p, 1))
if x I= 1:

factors.append ((x, 1))
factorized .append(factors)
return factorized

def find_leaves(neighbours):
Find the leaf nodes (vertices with only one adjacent vertex) of a tree.
Parameters :
— neighbours: The adjacency list representing the tree.
Returns :
— leaves: A list of leaf nodes in the tree.

leaves = []
for i, neighbours_list in enumerate(neighbours):
if len(neighbours_list) == 1:

leaves .append (i)
return leaves
#...[ TRUNCATED]

Problem
{{Problem}}
Initial Solution
{{Initial Solution}}

Table 7: Excerpt of the input prompt for generating vanilla decomposition.
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Problem

Two pirates Polycarpus and Vasily play a very interesting game. They have n chests with coins, the chests are numbered with integers from 1 to n. Chest number i has
a; coins.

Polycarpus and Vasily move in turns. Polycarpus moves first. During a move a player is allowed to choose a positive integer (2z + 1 < n) and take a coin from
each chest with numbers x, 2z, 22 + 1. It may turn out that some chest has no coins, in this case the player doesn’t take a coin from this chest. The game finishes
when all chests get emptied...[ TRUNCATED]

Initial Solution

def is_valid_input(n, a):

Check if the input is valid for the given constraints.

Parameters:
— n: The number of chests with coins.
— a: The list of number of coins in each chest.

Returns :
— True if the input is valid, False otherwise.

return n % 2 == 1

def initialize_chests(a):

Initialize the list of chests with coins, adding extra elements at the beginning and end.

Parameters :
— a: The list of number of coins in each chest.

Returns:
— The modified list of chests.

return [0] + a + [0, O]

def make_move(a, i):

Perform a move in the game, updating the number of coins in the chests accordingly.

Parameters:
— a: The list of number of coins in each chest.
— i: The index of the chest to perform the move on.

m = min(a[i], a[i = 1])
al[i // 2] = max(0, a[i // 2] — m)
af[i] —= m

def calculate_minimum_moves(n, a):

Calculate the minimum number of moves needed to finish the game.

Parameters:
— n: The number of chests with coins.
— a: The list of number of coins in each chest.

Returns:
— The minimum number of moves needed to finish the game.

if n == or not is_valid_input(n, a):
return -1
a = initialize_chests (a)
for i in range(n, 0, -2):
make_move(a, 1)
return sum(a)
#...[ TRUNCATED]

Critique Request

Identify specific ways in which the decomposition strategy of the initial solution is less effective in assisting humans to debug the solution.

Critique

1. Decomposition should be around logical breakpoints, but not syntax. However, make_move and initialize_chests are not the main logic steps of this problem.

We should present a clear high-level logic that aligns with how humans reason about programs conceptually. In this problem, the main logic steps are input reading,

checking game finishing conditions, calculating minimum steps, and output printing.

2. Boundary conditions (i.e., if n == 1 and n % 2 == 1 should be explicitly highlighted as individual functions in the main logic, instead of in the function
calculate_minimum_moves .

(...TRUNCATED)

Problem

{{Problem}}

Initial Solution

{{Initial Solution}}

Table 8: Excerpt of the input prompt for generating critique on decomposition
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Problem

Two pirates Polycarpus and Vasily play a very interesting game. They have n chests with coins, the chests are numbered with integers from 1 to n. Chest number i has
a; coins.

Polycarpus and Vasily move in turns. Polycarpus moves first. During a move a player is allowed to choose a positive integer (2z + 1 < n) and take a coin from
each chest with numbers x, 2z, 2 + 1. It may turn out that some chest has no coins, in this case the player doesn’t take a coin from this chest. The game finishes
when all chests get emptied...[ TRUNCATED]

Initial Solution

def is_valid_input(n, a):
"""Check if the input is valid for the given constraints ...(TRUNCATED)"""
return n % 2 == 1
def initialize_chests(a):
"""Initialize the list of chests with coins, adding extra elements at the beginning and end...(TRUNCATED)"""
return [0] + a + [0, O]
def make_move(a, i):
"""Perform a move in the game, updating the number of coins in the chests accordingly ...(TRUNCATED)"""
m = min(a[i], a[i — 1])
ali // 2] = max(0, a[i // 2] — m)
af[i] —= m
a[i = 1] == m
def calculate_minimum_moves(n, a):
"""Calculate the minimum number of moves needed to finish the game...(TRUNCATED)"""
if n ==1 or not is_valid_input(n, a):
return -1
a = initialize_chests (a)
for i in range(n, 0, -2):
make_move(a, i)
return sum(a)
def main():
n = int(input())
a = list(map(int, input().split()))
result = calculate_minimum_moves(n, a)
print(result)
# ... [ TRUNCATED]
Critique

1. Decomposition should be around logical breakpoints, but not syntax. However, make_move and initialize_chests are not the main logic steps of this problem.

We should present a clear high-level logic that aligns with how humans reason about programs conceptually. In this problem, the main logic steps are input reading,

checking game finishing conditions, calculating minimum steps, and output printing.

2. Boundary conditions (i.e., if n == 1 and n % 2 == 1 should be explicitly highlighted as individual functions in the main logic, instead of in the function
calculate_minimum_moves .

Refine the initial solution based on the above critique. Do not introduce modification unrelated to the critique.
Refine

... (TRUNCATED)

def

def

#...

check_validity (n):
"""Check if the game can be finished ...(TRUNCATED)"""
return n != 1 and n % 2 != 0

calculate_minimum_moves(n, a):

"""Calculate the minimum number of moves needed to finish the game...(TRUNCATED)"""
a = [0] +a+ [0, O]

for i in range(n, 0, -2):

m = min(a[i], a[i = 1])

ali // 2] = max(0, a[i // 2] — m)
al[i] == m

ali - 1] —=m

return sum(a)

main () :
n, a = read_input ()
if not check_validity (n):
print(-1)
RISE 8
print (calculate_minimum_moves(n, a))
[ TRUNCATED ]

(...TRUNCATED)
Problem
{{Problem}}
Initial Solution
{{Initial Solution}}
Critique
{{Critique}}

Table 9: Excerpt of the input prompt for generating refined decomposition
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Problem

Two pirates Polycarpus and Vasily play a very interesting game. They have n chests with coins, the chests are numbered with integers from 1 to n. Chest number i has
a; coins.

Polycarpus and Vasily move in turns. Polycarpus moves first. During a move a player is allowed to choose a positive integer (2z + 1 < n) and take a coin from
each chest with numbers x, 2z, 22 + 1. It may turn out that some chest has no coins, in this case the player doesn’t take a coin from this chest. The game finishes
when all chests get emptied...[ TRUNCATED]

Decomposed Solution A

def is_valid_input(n, a):
"""Check if the input is valid for the given constraints ...(TRUNCATED)"""
return n % 2 == 1

def initialize_chests(a):
"""Initialize the list of chests with coins, adding extra elements at the beginning and end...(TRUNCATED)"""
return [0] + a + [0, O]

def make_move(a, i):
"""Perform a move in the game, updating the number of coins in the chests accordingly ...(TRUNCATED)"""
m = min(a[i], a[i = 1])
a[i // 2] = max(0, a[i // 2] — m)
al[i] —= m
a[i = 1] == m

def calculate_minimum_moves(n, a):
"""Calculate the minimum number of moves needed to finish the game...(TRUNCATED)"""
if n == 1 or not is_valid_input(n, a):
return -1
a = initialize_chests (a)
for i in range(n, 0, -2):
make_move(a, 1)
return sum(a)

def main() :
n = int(input())
a = list(map(int, input().split()))
result = calculate_minimum_moves(n, a)

print(result)
# ... [TRUNCATED]

Decomposed Solution B

... (TRUNCATED)

def check_validity (n):
"""Check if the game can be finished ...(TRUNCATED)"""
return n != 1 and n % 2 != 0

def calculate_minimum_moves(n, a):
"""Calculate the minimum number of moves needed to finish the game...(TRUNCATED)"""
a = [0] +a+ [0, O]
for i in range(n, 0, -2):
m = min(a[i], a[i = 1])
ali // 2] = max(0, a[i // 2] - m)
al[i] == m
ali — 1] -==m
return sum(a)

def main():
n, a = read_input()
if not check_validity (n):
print(-1)
elisier:
print (calculate_minimum_moves(n, a))
# ... [ TRUNCATED]

Evaluation Request Given two decomposed solutions A and B, determine which one of them is more effective in assisting humans to debug the solution.
Evaluation Results Decomposed Solution B is better.

1. Decomposition should be around logical breakpoints, but not syntax. However, make_move and initialize_chests in Decomposed Solution A are not the main
logic steps of this problem. We should present a clear high-level logic that aligns with how humans reason about programs conceptually. In this problem, the main
logic steps are input reading, checking game finishing conditions, calculating minimum steps, and output printing, as shown in Decomposed Solution B.

2. Boundary conditions (i.e., if n == 1 and n % 2 == 1 ) should be explicitly highlighted as individual functions in the main logic, while Decomposed Solution A
places it in the calculate_minimum_moves function.

(...TRUNCATED)

Problem

{{Problem}}

Decomposed Solution A

{{Decomposed Solution A} }

Decomposed Solution B

{{Decomposed Solution B}}

Table 10: Excerpt of the input prompt for ranking different decompositions.
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n = int(input())
a = list(map(int,
input().split()))

a=1[0] +a+ [0, 0]
ifn==1o0orn%2==
print(-1)
else:
for i in range(n, @, -2):
m = min(a[i], a[i - 1])
a[i // 2] = max(e,
a[i // 2] - m)
a[i] -=m
af[i - 1] -=m
print(sum(a))

def is_valid_input(n, a):
"""Check if the input is valid...(TRUNCATED)"""
return n % 2 ==

Bad Decomposition

Decomposition

def read_input():
..(TRUNCATED)
return n, a

def initialize_chests(a):
nitialize the list of chests with
coins. .. (TRUNCATED)"""

return [0] + a + [0, 0]

def check_validity(n):

Check if the game can be finished..(TRUNCATED)

def make_move(a, 1):

"""perform a move in the game, updating the
number of coins in the chests
accordingly. .. (TRUNCATED)"""

m = min(a[i], a[i - 1])

a[i // 2] = max(e, a[i // 2] - m)

a[i] -=m

a[i - 1] -=m

return n !=1and n% 2 != @

def calculate_minimum_moves(n, a):

Calculate the minimum number of moves needed
to finish the game..(TRUNCATED)

a=[e] +a+[o,e]
for i in range(n, @, -2):

def ulate_minimum_moves(n, a):
alculate the minimum number of moves needed
to finish the game. .. (TRUNCATED)"""
if n == 1 or not is_valid_input(n, a):
return -1
a = initialize_chests(a)
for i in range(n, @, -2):
make_move(a, 1)
return_sum(a)

m = min(a[i], a[i - 1])
a[i // 2] = max(e, a[i // 2] - m)
a[i] -= m
a[i - 1] -=m
return_sum(a)
def main():
n, a = read_input()
if not check_validity(n):
print(-1)

def main():
n = int(input())
a = list(map(int, input().split()))
result = calculate_minimum_moves(n, a)
print(result)
if __name__ == "_main_":
main()

else:
print(calculate_minimum_moves(n, a))
if _name_ == "_main_":
main()

Figure 12: Excerpt of the decomposition that highlights boundary conditions in the training data.

Original

n = int(input())

a = list(map(int,

input().split()))

a.sort()

if a[@] == a[1] ==

or any(a[i] == a[i - 1]

and a[i - 2] + 1 >= a[i]

for i in range(2, n)):
print('cslnb')

else:

print('cslnb’ if sum(a) % 2
== sum(range(n)) % 2 else
‘sjfnb')

Vanilla Decomposition

def read_input():
..(TRUNCATED)
return n, a

Human-centric Decomposition

def read_input():
..(TRUNCATED)
return n, a

def is_same_parity(n, a):

""“Check if the sum of the number of
stones in all piles and the sum of the
first n integers have the same
parity..(TRUNCATED)"""

return sum(a) % 2 sum(range(n)) % 2

def determine_winner(n, a):

Determine the winner of the
game...(TRUNCATED)

a.sort()

if a[@] == a[1] == @ or any(a[i] == a[i
- 1] and a[i - 2] + 1 >= a[i] for i in
range(2, n))

return 'cslnb'
else:
return ‘cslnb' if is_same_parity(n, a)
else 'sjfnb’

if

print(determine_winner(n, a))

def check_zero_piles(a):

"""Check if the first two piles have zero
stones..(TRUNCATED) """

return a[@] == a[1] == @

def check_same_piles(a):
"""Check if any two piles have the same number of
stones and the previous pile has at most..(TRUNCATED)"""
return any(a[i] == a[i - 1] and \
af[i - 2] + 1 >= a[i] for i in range(2, n))

def is_same_parity(n, a):

""“Check if the sum of the number of stones in all
piles and the sum of the first n integers have the same
parity..(TRUNCATED)"""

return sum(a) % 2 == sum(range(n)) % 2

def determine_winner(n, a):

ermine the winner of the game..(TRUNCATED)

a.sort()

if check_zero_piles(a) or check_same_piles(n, a):
return ‘cslnb’

else:

return 'cslnb' if is_same_parity(n, a) else 'sjfnb’

if __name__ == "__main__":
n, a = read_input()

print(determine_winner(n, a))

Figure 13: Excerpt of the decomposition that highlights boundary conditions in the test data.
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n = int(input())
a = list(map(int,
input().split()))
b = sorted([(a[i], i + 1) for i

in range(n)])

p=1[06] * (n+1)

for i in range(n):
I]J[b[i][ll] =b[(i+1)%
1

nll
used = [0] * (n + 1)
cycles = []

for i in range(l, n + 1):
if not used[i]:
cycle = [i]
v = p[i]
while v I= i:
cycle.append(v)
v = p[v]
cycles.append(cycle)
for v in cycle:
used[v] =1
print(len(cycles))
for cycle in cycles:
print(len(cycle), *cycle)

def read_input():
..(TRUNCATED)
return n, a

def sort_sequence(n, a):
Sort the sequence and..(TRUNCATED).."
b = sorted([(a[i], i + 1) for i in
range(n)])
return b

def find_cycles(b, p):
"""Find the cycles of the elements in
sorted sequence.."""
used = [0] * (len(a) + 1)
cycles = []
for i in range(1, len(a) + 1)
if not used[i]:

cycle = [i]

v = pl[i]

while v I= i:

cycle.append(v)

v = plv]
cycles.append(cycle)
for v in cycle:

used[v] = 1

return cycles

the

name__ == "__main__":
Read input values from standard input
= int(input())

= list(map(int, input().split()))
Initialize variables

= sort_sequence(n, a)

= [@] * (len(a) + 1)
i in range(len(a)):
p[b[i][1]] = b[(i + 1) % len(a)][1]
# Find the indices of the elements in
sorted sequence

cycles = find_cycles(b, p)
# Print the output

print(len(cycles))

for cycle in cycles:

if

s oo |

)
=

print(len(cycle), *cycle)

Good Decomposition

read_input():
..(TRUNCATED)
return n, a

sort_sequence(n, a):

"""Sort the sequence and..(TRUNCATED)"""

b = sorted([(a[i], i + 1) for i in range(n)])
return b

generate_permutation(n, b):
"""Generate a permutation of the sequence..(TRUNCATED)
p=1[0] * (n+1)
for i in range(n):
pIb[i][1]] = b[(i + 1) % n][1]
return p

find_cycles(n, p):

"""Find the cycles in the permutation..(TRUNCATED)"""

used = [0] * (n + 1)

cycles = []

for i in range(l, n + 1):

if not used[i]:

cycle = find_cycle(i, p, used)
cycles.append(cycle)

return cycles

def

find_cycle(i, p, used):
"""Find a cycle in the permutation starting from

i..(TRUNCATED) """

cycle =
- pli]

[i]

cycle.append(v)
v = p[v]
for v in cycle:
used[v] = 1
return cycle

def print_output(cycles):

..(TRUNCATED)

if __name__ ==

"_main__":

n, a = read_input()

p = generate_permutation(n, a)
cycles = find_cycles(n, p)
print_output(cycles)

Figure 14: Excerpt of the decomposition that creates simpler subtasks in the training data.

Original Solution
import math

Q = int(input())
for _ in range(Q):
A, B = map(int,
input().split())
if A > B:

x = int(math.sqrt(A * B))
if x * (x + 1) < A *B:
print(2 * x - 1)
elif x * x < A * B:
print(2 * x - 2)
else:
print(2 * x - 3)

anilla Decomposition Human-centric Decomposition

process_queries(Q, queries)

def calculate_max_participants(A, B): def calculate_score(A, B):
"""Calculate the maximum possible number of """Calculate the score based on Takahashi's ranks in the
participants whose..(TRUNCATED)""" two contests..(TRUNCATED)"""
if A > B: return A * B
def calculate_participants(score):
Calculate the maximum possible number..(TRUNCATED)"""
. x = int(math.sqrt(score))
X = int(math.sqrt(A * B)) A3 0 (63 0 ) @ SEE
if x ¥ (x + 1) <A *B: Y L
*x -
. R 2 LS & elif x * x < score:
elif x * x < A * B: Peturniz <l N2
* x -
EISEV:etur‘n 2 X 2 else:
: turn 2 * x - 3
return 2 * x - 3 — ud
- — def calculate_max_participants(A, B):
Gl (PFOeeER GRERIEs(®) CHarias)e ""“Calculate the maximum possible number..(TRUNCATED)"""
if A > B:
Process each query and print the maximum A B=B, A
possible number of participants..(TRUNCATED)""" SRTC & AT ey ©)
for i in range(Q): 1f score == -
A, B = queries[i] return @
max_participants = else:
AR IEP PR EES(Y C) return calculate_participants(score)
print(max_participants)
def process_queries(Q, queries):
if _name__ == "_main_": Process each query and print the maximum possible number
Q = int(input()) ) ) ) of participants..(TRUNCATED)"""
queries = [tuple(map(int, input().split())) for i in range(Q):
for _ in range(Q)] A, B = queries[i]

max_participants = calculate_max_participants(A, B)
print(max_participants)

if _name_ == "_ main_":
Q = int(input())
queries = [tuple(map(int, input().split())) for _ in

range(Q)]

process_queries(Q, queries)

Figure 15: Excerpt of the decomposition that creates simpler subtasks in the test data
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Original

import sys

n, m = map(int,
sys.stdin.readline().split())
a = list(map(int,
sys.stdin.readline().split()))
1, r =0, m-1
while 1 < r:
mid = (L +r) // 2
flag = True
dp = [0]*n
dp[@] = a[@] if a[@] <= mid
else 0
for i in range(1, n):
if a[i] <= mid:
dp[i] = max(dp[i-1],
a[i] + (dp[i-1] > a[i])*m)
else:
dp[i] = dp[i-1] if
dp[i-1] <= a[i] else -1
if dp[i] == -1:
flag = False
break
if flag:
r = mid
else:
1
print(1l)

Bad Decomposition

is_valid_state(i, dp):
""Checks if the state at index 'i' is -
1 in the array..(TRUNCATED)"""
if dp[i] == -1:
return False
return True

def update_dp_table(dp, mid):
"""Updates the dynamic programming
table..(TRUNCATED)"""
for i in range(1, n):
flag = update_dp_state(i, dp, mid)
if not flag:
return False
return True

def update_bounds(l, mid, r):
"""Updates the bounds of the binary
search..(TRUNCATED) """
if is_array_non_decreasing(mid):
r = mid
else:
1=mid + 1
return r, 1

binary_search(1l, r):
“""performs binary search..(TRUNCATED)"""
while 1 < r:

mid = (L +r) // 2

r, 1 = update_bounds(1l, mid, r)
return r, 1

def is_array_non_decreasing(mid):
Checks if the array can be made non-
decreasing..(TRUNCATED)"""
dp = [0] * n
dp[@] = a[@] if a[@] <= mid else @
flag = update_dp_table(dp, mid)
return Flag

n, m = map(int, sys.stdin.readline().split())
a = list(map(int,
sys.stdin.readline().split()))

1, r=0,m-1

r, 1 = binary_search(1, r)

print(1)

Good Decomposition

import sys

def is_non_decreasing(a, threshold):
Check if the array can be made non-decreasing with
given threshold value..(TRUNCATED)"""

n = len(a)

dp = [0] * n

dp[@] = a[@] if a[@] <= threshold else ©

for i in range(1, n):

the

dp[i] = calculate_max_value(dp[i-1], a[i],
threshold)
if dp[i] == -1:

return False
return True

def calculate_max_value(prev_value, current_value,
threshold):

"""Calculate the maximum value for the current
element based on previous values and threshold
mid..(TRUNCATED) """

if current_value <= threshold:

return max(prev_value, current_value + \
(prev_value > current_value) * m)
else:
return prev_value if prev_value <= current_value \
else -1

inary_search_min_operations(n, m, a):
Find the minimum number of operations needed to
make the array non-decreasing..(TRUNCATED)"""

1, r =0, m-1

while 1 < r:
mid = (1L +r) // 2
if is_non_decreasing(a, mid):

r = mid
else:
1=mid + 1
return 1
if __name__ == "__main__":

n, m = map(int, sys.stdin.readline().split())

a = list(map(int, sys.stdin.readline().split()))
min_operations = binary_search_min_operations(n, m, a)
print(min_operations)

Figure 16: Excerpt of the decomposition that presents clear high-level logic in the training data.

Original Solution

from collections import defaultdict

def solve():
n, m = map(int, input().split())
r = list(map(int, input().split()))
switches = defaultdict(list)
rooms = defaultdict(list)
for i in range(m):

s = list(map(int, input().split()))

for j in range(1, s[0] + 1):
switches[i].append(s[j] - 1)
rooms[s[j] - 1].append(i)

for i in range(n):

if r[i] == 0:

if len(rooms[i])
for room in
switches[rooms[i][0]]:
r[room] = 1
if all(r):
print("YES")
else:
print("NO")

- r[room]

solve()

Vanilla Decomposition

from collections import defaultdict

def toggle_doors(n, r, switches, rooms):
"""Toggle the doors controlled by
the given switches..(TRUNCATED)"""
for i in range(n):
if r[i] == o:
if len(rooms[i]) == 1:
for room in
switches[rooms[i][0]]:
r[room] = 1 - r[room]

def solve():
"""Read the input and find the
solution."""
n, m = map(int, input().split())
r = list(map(int, input().split()))
switches = defaultdict(list)
rooms = defaultdict(list)
for i in range(m):
s = list(map(int,
input().split()))
for j in range(1, s[0] + 1)
switches[i].append(s[j] - 1)
rooms[s[j] - 1].append(i)
toggle_doors(n, r, switches, rooms)
if all(r):
print("YES")
elllsers
print("NO")

Human-centric Decomposition

input():
ead the input..(TRUNCATED)
n, m = map(int, input().split())
r = list(map(int, input().split()))
switches = defaultdict(list)
rooms = defaultdict(list)
for i in range(m):
s = list(map(int, input().split()))
for j in range(1, s[@] + 1):
switches[i].append(s[j] - 1)
rooms[s[j] - 1].append(i)

def toggle_doors(n, r, switches, rooms):
"""Toggle the doors controlled by each
switch..(TRUNCATED)"
for i in range(n):
if r[i] ==
r = toggle_single_door(r, i, switches, rooms)
return r

def toggle_single_door(r, i, switches, rooms):
"""Toggle a single door controlled by a
switch..(TRUNCATED)"""
if len(rooms[i]) == 1:

for room in switches[rooms[i][@]]:
r[room] = 1 - r[room]

return r

def solve():
n, m, r, switches, rooms = read_input()
r = toggle_doors(n, r, switches, rooms)
print("YES" if all(r) else "NO")

solve()

Figure 17: Excerpt of the decomposition that presents clear high-level logic in the test data.
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