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Abstract

Ensuring that online discussions are civil and
productive is a major challenge for social me-
dia platforms. Such platforms usually rely both
on users and on automated detection tools to
flag inappropriate arguments of other users,
which moderators then review. However, this
kind of post-hoc moderation is expensive and
time-consuming, and moderators are often over-
whelmed by the amount and severity of flagged
content. Instead, a promising alternative is to
prevent negative behavior during content cre-
ation. This paper studies how inappropriate lan-
guage in arguments can be computationally mit-
igated. We propose a reinforcement learning-
based rewriting approach that balances con-
tent preservation and appropriateness based on
existing classifiers, prompting an instruction-
finetuned large language model (LLM) as our
initial policy. Unlike related style transfer tasks,
rewriting inappropriate arguments allows delet-
ing and adding content permanently. It is there-
fore tackled on document level rather than sen-
tence level. We evaluate different weighting
schemes for the reward function in both ab-
solute and relative human assessment studies.
Systematic experiments on non-parallel data
provide evidence that our approach can miti-
gate the inappropriateness of arguments while
largely preserving their content. It significantly
outperforms competitive baselines, including
few-shot learning, prompting, and humans.

1 Introduction

Creating trusted and safe online spaces where peo-
ple with different backgrounds and opinions can
discuss controversial issues is a major challenge
for social media platforms (Salminen et al., 2018).
The diversity in opinions, emotional attachments,
and the anonymity of the web easily lead to heated
discussions, which can quickly turn into toxic envi-
ronments, even if only one participant behaves in-
appropriately (Habernal et al., 2018). Avoiding this
is a challenging task, often supported by platform

Inappropriate
“for everyone who is talking about RAPE in this subject let me 
ask you one thing!!!! 

Improved (Ours)
Issue: “Pro choice vs pro life”

“For those discussing rape, I would like to pose another scenario.

If you got into a fight and broke your hand or arm, would you 
amputate it to remove the physical reminder of the experience?

if you got in a huge fight with someone and ended up breaking 
your hand or arm... would you cut it off just because it would 
REMIND you of that expirience???

if your actualy SANE you would say no and if you say yes you 
need to see a Physiatrist!!!!”

Of course, the answer is no. Although it is understandable to 
have emotional scars, physical scars can be treated and lived 
with, even if they remain as a reminder of the experience.”

Figure 1: Example of an inappropriate argument from
the corpus of Ziegenbein et al. (2023) and the same
argument after applying our approach. The used colors
indicate which parts of the original argument were re-
moved (red strikethrough) and which parts were added
by our approach in the rewriting process (green).

moderators that check content flagged by users or
detection tools. However, the amount of modera-
tion required on the web necessitates automation of
the process, as the resources for manual moderation
are usually insufficient, and the severity of inappro-
priate content can negatively affect the moderators’
psyche (Spence et al., 2023).

Multiple concepts and datasets have been pro-
posed to model unwanted behavior in discussions,
from simple offensiveness (Borkan et al., 2019)
to sophisticated notions such as inappropriateness
(Wachsmuth et al., 2017). The latter focuses on the
exchange of arguments, their creation of credibil-
ity and emotions, and their adherence to the issue.
Ziegenbein et al. (2023) argue that appropriateness
displays the minimal quality of an argument neces-
sary to be considered valuable in a debate.

This paper is the first to study how to rewrite
inappropriate arguments automatically. Prior work
studied the detection of unwanted behavior (Wul-
czyn et al., 2017; He et al., 2023; Ziegenbein et al.,
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2023), often using large language models (LLM).
While a few methods improve content, they solely
transfer the style of texts to be more formal (Rao
and Tetreault, 2018; Lai et al., 2021), less subjec-
tive (Pryzant et al., 2020; Liu et al., 2021a), or less
toxic (Laugier et al., 2021; Logacheva et al., 2022),
or they target the quality of arguments in general
(Skitalinskaya et al., 2023). This commonly comes
with preserving the original content and operating
on single sentences. However, if the inappropriate
behavior is rooted in the content itself and not only
in the style of the text, content modifications on the
document level may be necessary. In addition, most
existing approaches rely on parallel data, which is
unavailable for rewriting inappropriate arguments.

Instead, we propose an LLM-based rewriting
approach to inappropriateness mitigation inspired
by reinforcement learning from human feedback,
RLHF (Christiano et al., 2017). Compared to the
typical use of RLHF in NLP (Ouyang et al., 2022),
the core ideas of our approach are: (1) We obtain a
‘cheap’ initial policy (an LLM to align) from either
few-shot learning or prompting, rather than using
supervised learning. (2) We specifically consider
the properties on which we want to align the LLM,
rather than relying on generic preference informa-
tion. (3) We evaluate multiple candidate alignments
with different weightings of the desired properties,
rather than relying on a single alignment obtained
from preference information.

After experimentally determining the perfor-
mance of multiple LLMs using few-shot learning
and prompting on the corpus of Ziegenbein et al.
(2023), we find prompting the instruction-finetuned
LLaMA (Touvron et al., 2023) variant of Taori et al.
(2023) (Alpaca) to be best and thus proceed to align
it further using our approach. We deem the desired
properties for rewriting inappropriate arguments to
be semantic similarity to the original argument and
appropriateness of the generated argument, and
we make use of existing classifiers to learn how to
generate texts that fulfill them (Zhang et al., 2020;
Ziegenbein et al., 2023).

Exemplarily, Figure 1 shows an inappropriate ar-
gument from a “Pro choice vs pro life” debate and
the same argument rewritten by our approach. Here,
the original argument uses overly excessive emo-
tions, making it hard to understand, and it displays
little interest in the opinion of others. The rewritten
argument reduces emotions and adds a more open
ending, making it more appropriate while keeping
the original argument’s gist intact.

For evaluation, we obtain human rewrites for a
portion of the data and compare them automatically
against our models and a competitive model from
the literature. Moreover, we conduct relative and
absolute human evaluations of the rewrites of our
trained models and the human rewrites. We find
that our approach successfully aligns LLMs accord-
ing to the desired property weighting and produces
the best rewrites. Intriguingly, our human anno-
tators prefer appropriate rewrites, even if they are
less semantically similar to the original arguments.

Altogether, this paper’s main contributions are:1

• An RLHF-inspired approach for non-parallel
data, based on instruction-finetuned LLMs
aligned to specific classified properties.

• The first computational approach for rewriting
inappropriate arguments.

• Empirical insights into human preferences re-
garding semantic similarity and appropriate-
ness when rewriting inappropriate arguments.

2 Related Work

The notion of appropriateness in speech and ar-
gumentation, tied to cultural norms, social polite-
ness, and context, originates from Aristotle’s work
on rhetoric (Aristotle, ca. 350 B.C.E./ translated
2007). It has been examined in various shades
across linguistic studies (Hymes et al., 1972; Ran-
ney, 1992; Schneider, 2012; Jdetawy and Hamzah,
2020). In debate, topic adherence and avoidance
of offensive or biased language are considered
aspects of appropriateness (Andrew, 1996; Blair,
1988; Walton, 1999; Burkett, 2011). Modeled by
Wachsmuth et al. (2017) as a dimension of rhetor-
ical argument quality, appropriateness has been
partially explored in NLP, focusing on the simulta-
neous assessment of credibility, emotional engage-
ment, and proportionality to the issue. Computa-
tionally, Wachsmuth and Werner (2020) initially
attempted appropriateness prediction as a subtask
of argument quality assessment. Later, Ziegenbein
et al. (2023) refined the notion of appropriateness
in argumentation, modeling it in a 14-dimensional
taxonomy and predicting it together with its subdi-
mensions in a multilabel setting. Wachsmuth et al.
(2024) recently delineated how to instruct LLMs
towards more reliable argument quality assessment,
not targeting rewriting though.

1The corpus extension and experiment code can be found
under: https://github.com/webis-de/ACL-24.
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Related to argument rewriting, Skitalinskaya
et al. (2023) studied how to improve the general
quality of argumentative claims on data similar to
what we use, but not focusing on inappropriateness
specifically. Closest to our work in the context of
style transfer tasks are Nogueira dos Santos et al.
(2018), Laugier et al. (2021), and He et al. (2023),
where toxic content is mitigated using supervised
rewriting approaches. However, their methods are
applied on the sentence level, strictly aim to pre-
serve content, and prevent the addition of new con-
tent. Unlike them, we focus on document-level
rewriting and explicitly consider adding or deleting
content. Furthermore, most of these approaches re-
quire parallel data and rely on supervised learning.
In contrast, our approach is meant for non-parallel
data since no parallel dataset is available to learn
to rewrite inappropriate arguments.

To this end, we use reinforcement learning as
it allows us to train on non-differentiable metrics,
such as the outputs of classifiers, which we use to
test for the desired properties of our task. Rein-
forcement learning has been used for a variety of
NLP tasks, including dialogue generation (Li et al.,
2016), machine translation (Wu et al., 2018), and
summarization (Ziegler et al., 2019; Böhm et al.,
2019; Stiennon et al., 2020). In the context of style
transfer, multiple approaches have aimed to flip the
sentiment, stance, or polarity of texts in parallel
(Sancheti et al., 2020; Liu et al., 2021b) and non-
parallel settings (Xu et al., 2018; Gong et al., 2019;
Wu et al., 2019; Luo et al., 2019).

Many works study the related task of formal-
ity transfer (Gong et al., 2019; Luo et al., 2019;
Sancheti et al., 2020; Liu et al., 2021b; Lai et al.,
2021) with diverse techniques on the parallel data
of Rao and Tetreault (2018). Three properties are
commonly controlled during transfer: fluency, con-
tent preservation, and transfer strength. Similar
to our work, Madanagopal and Caverlee (2023)
propose reinforcement learning to remove subjec-
tive bias in Wikipedia texts, modeling the reward
as a weighted function of classifiers for style, flu-
ency, and content preservation. However, unlike
in formality transfer, parallel data for rewriting
inappropriate arguments is neither available nor
straightforward to acquire.

Consequently, our work focuses on non-parallel
style transfer inspired by reinforcement learning
from human feedback. We rely on the more sta-
ble proximal policy optimization (PPO) (Schulman
et al., 2017) instead of the commonly used REIN-

FORCE Monte Carlo policy gradient (Williams,
1992) due to promising recent results in NLP and
the advances in the capabilities of language mod-
els to follow instructions (Taori et al., 2023; Wang
et al., 2023). To our knowledge, only the work of
de Langis et al. (2024), which was published on
arXiv after the submission of our work, uses an
RLHF-inspired PPO approach for a style transfer-
related task in NLP. Our work is the first to in-
vestigate the use of prompting as an initial policy,
avoiding the need for parallel data through pseudo-
parallel data and applying RLHF-inspired PPO to
non-parallel data.

2.1 Proximal Policy Optimization in NLP

As a basis for the presentation of our approach, we
here shortly describe the intuition behind PPO in
an NLP context. For a more formal description, we
refer the reader to Zheng et al. (2023).

PPO learns a model critique (a value model),
which estimates the expected cumulative future re-
ward (a value) of a state (the generated text up to
this point), together with a policy (e.g., an LLM).
The “real” reward is based on the output of a re-
ward model (e.g., a classifier) and can be any scalar
value. The value model estimates the advantage
(gain in reward) of performing a specific action in a
state (generating a specific word given the text gen-
erated so far) over performing the current policy’s
suggested action. Specific actions are chosen based
on sampling from the current policy (e.g., top-p
sampling). The current policy is updated based on
the advantages of the specific actions and the KL-
divergence between the token-level distributions of
the current policy and its updated version. The KL-
divergence here improves stability during training,
limiting the size of update steps.

In other words, when predicting the next word
given a sequence of previously generated words,
multiple fitting potential words are considered by
sampling from the LLM. The difference in the long-
term expected reward between each of them and the
word with the current highest probability is used to
update the LLM. This way, the LLM can be steered
(aligned) to generate text that fulfills the desired
properties represented by the reward model.

3 Approach

This section presents the approach that we propose
to rewrite inappropriate arguments inspired by rein-
forcement learning from human feedback. Figure 2
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Property capp KL-divergence

LLM PPO

Property csim

πRL
πPRT

Input argument x

Improved version ŷ

Property reward model r

Reward
model R

Figure 2: Our approach to rewriting inappropriate ar-
guments: The policy πRL is optimized using PPO to
generate an improved version ŷ from the input argument
x while preserving the content of x as much as possi-
ble (csim) and making the argument more appropriate
(capp). This is based on reward R obtained from the
weighting of r of the scalar classifier outputs and the
KL-divergence between the initial policy πPRT and the
current πRL. Dashed lines: The probability distribution
over the tokens is used as the output of the LLM.

illustrates the main elements of our approach ex-
plained in the following.

3.1 Problem Formulation

Let x be an argument and ŷ be an improved version
of x. We define the task of rewriting inappropri-
ate arguments as learning a function f : x 7→ ŷ
such that ŷ preserves the content of x as much as
possible while being more appropriate.

3.2 Prompting as an Initial Policy

Usually, reinforcement learning from human feed-
back (RLHF) is used only to steer an LLM that has
already learned to solve a task to a certain known
extent instead of learning the task from scratch.
However, we neither have access to such a model,
nor data to train it. Instead, we thus propose to use
prompting to obtain an initial policy f =̂ πPRT

(an LLM to start from) that solves the task to a
certain (not immediately quantifiable) extent. We
experimentally compare multiple autoregressive
pretrained LLMs using zero-shot, few-shot, and
instruction learning-based prompting to find an ef-
fective initial policy (further details on the models
and prompting methods follow in Section 5). Then,
we proceed to use the same prompts while learn-
ing πRL

ϕ , where ϕ are the learnable parameters, to
obtain a better version of the initial policy πPRT .2

2In the following, we use the terms policy and LLM inter-
changeably as they refer to the same concept (π) in the context
of reinforcement learning (RL) for LLMs.

3.3 Reward Modeling and Policy Learning
We initialize πRL

ϕ with a pretrained LLM πPRT

that is prompted in natural language to generate ŷ
given x. Unlike Stiennon et al. (2020), we do not
require learning a reward model r from human feed-
back on preference judgments. Instead, we model
relevant properties that we desire to be present in
the target output, ŷ. In particular, we assume that
the semantic similarity (sim) of ŷ to x and the
appropriateness (app) of ŷ are such relevant prop-
erties. We use pretrained classifiers c that estimate
these properties as our reward model.

The property reward model r is thus defined as:

r(x, ŷ) := α · csim(x, ŷ) + (1− α) · capp(ŷ) (1)

Here, α ∈ [0, 1] is a hyperparameter that con-
trols the trade-off between semantic similarity and
appropriateness. csim and capp are classifiers that
estimate the semantic similarity and appropriate-
ness of ŷ given x. Similar to Stiennon et al. (2020),
to obtain the final reward model R, we penalize r
with the KL-divergence between the initial policy
πPRT and the learned policy πRL

ϕ to disincentivize
moving away too far from πPRT :

R(x, ŷ) := r(x, ŷ)− β log

[
πRL
ϕ (ŷ|x)

πPRT (ŷ|x)

]
(2)

Here, β ∈ R is a hyperparameter that controls the
strength of the KL-divergence. The policy πRL

ϕ is
optimized using the proximal policy optimization
(PPO) algorithm (Schulman et al., 2017).

We argue our setup to be beneficial for two rea-
sons: (1) Pretrained classifiers that learned to assess
specific properties from human labels are available
for a wide variety of tasks; and (2) no training and
consequently no data is required to learn an initial
policy that solves the task to a certain extent.

4 Data

For our mitigation experiments, we extended the
appropriateness corpus of Ziegenbein et al. (2023).

4.1 Source Data
The original corpus contains 2191 arguments and
the corresponding discussion titles from three gen-
res (reviews, discussion forums, and Q&A forums).
Each argument has been annotated three times us-
ing a hierarchical 14-dimensional taxonomy of ap-
propriateness flaws, such as toxic emotions or miss-
ing intelligibility. Here, we consider only the par-
ent dimension inappropriateness to develop and
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evaluate our approaches. The corpus contains 1182
inappropriate and 1009 appropriate arguments.

4.2 Extension

We extend the given corpus by arguments from
its original domains. In particular, we collected
73,703 arguments from the IACv2 Corpus (Walker
et al., 2012; Abbott et al., 2016) and the GAQCor-
pus (Ng et al., 2020). We kept only those 55,290 ar-
guments that have at least 10 and at most 220 words
and that do not exceed 1100 characters. This way,
we ensure that the arguments have approximately
the same length as those in the original corpus. To
avoid any topic leakage in the extended part of the
corpus, we also remove arguments that belong to
a topic already present in the original version of
the corpus (49,417 arguments remaining). Finally,
we soft-label all arguments in the extended part of
the corpus with the five-fold ensemble classifier of
Ziegenbein et al. (2023) to obtain appropriateness
labels. These labels can then be used to train our
approaches. 35,537 of the arguments were labeled
as inappropriate and 13,880 as appropriate.

5 Experiments

This section describes the training procedure of our
approach from Section 3 on the data fom Section 4
and the experiments we conducted to evaluate it.

5.1 Experimental Setup

As Ziegenbein et al. (2023), we split the data for
evaluation into 70% training, 10% validation, and
20% test, ensuring an equal weighting of the 14 cor-
pus dimensions. However, since we are interested
in mitigating inappropriateness, we train and evalu-
ate only on inappropriate arguments. During train-
ing, we exclusively use the inappropriate arguments
from the corpus extension.

The advantage of this setup is two-fold: First, we
can train on a large amount of data, which is often
crucial for the success of reinforcement learning
(RL). Second, it allows us to avoid propagating any
selection bias that may arise from the intermediate
step of finding the best initial policy to selecting
the best checkpoint from our trained policy. We
use the training set to select the best initial policy
(details below), the validation set to select the best-
performing RL policy checkpoints, and the test set
to evaluate the performance of all approaches.

To automatically evaluate the generated rewrites,
we employ the five appropriateness classifiers of

Ziegenbein et al. (2023) trained on different folds
of the data. As we use the entire appropriateness
corpus for evaluation, we ensure the use of the
classifier for each argument that has not seen the
argument before as part of its training. We use
a classifier to predict the appropriateness of the
original argument and the generated rewrites. Then,
we calculate the following performance values:

• App. Percentage of arguments for which an
approach has flipped the prediction from inap-
propriate to appropriate;

• Sim. Semantic similarity of a rewrite to the in-
put argument in terms of BERTScore (Zhang
et al., 2020);

• NES. Normalized word-wise edit similarity (to
quantify amounts of edits) (Lopresti, 1996);

• PPL. Fluency in terms of perplexity;
• GM. Geometric mean of App., Sim. and 1/PPL

(to compare approaches using a single score).

We use the semantic similarity and normalized
word-wise edit similarity to quantify if the gener-
ated arguments are indeed rewrites of the original
argument and not any probably unrelated but ap-
propriate text. Furthermore, we use perplexity as a
measure of text coherence and fluency.

5.2 Finding an Initial Policy
Similar to Stiennon et al. (2020), we start with ob-
taining the initial policy, πPRT that should have a
reasonable performance mitigating inappropriate
language. πPRT is then aligned using our RL ap-
proach. Since no parallel data is available to train a
supervised model, we prompt four LLMs of similar
size (6-7 billion parameters) in a few-shot learning
and instruction following-based setting:

• OPT (Zhang et al., 2022);
• BLOOM (Scao et al., 2023);
• GPT-J. (Wang and Komatsuzaki, 2021);
• LLaMA. (Touvron et al., 2023).

For the few-shot setting, we use 1, 4, and 9 exam-
ples to see how the performance changes with the
amount of reference data. This setup is inspired by
the hierarchical setup of the taxonomy of inappro-
priateness (Ziegenbein et al., 2023) having 1, 4, and
9 dimensions on the first, second, and third level re-
spectively. To obtain instruction-finetuned versions
of the models, we train each of them following the
procedure suggested by Taori et al. (2023), to en-
sure we select the best base model and do not select
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Model App. ↑ Sim. ↑ NES. ↑ PPL ↓ GM ↑
Exact Copy 0.000 1.000 1.000 122.1 -

OPT 0.371 0.414 0.292 63.77 0.118
+ 1-shot 0.436 0.241 0.110 54.73 0.124
+ 4-shot 0.436 0.410 0.259 53.34 0.150
+ 9-shot 0.379 0.305 0.172 39.95 0.143
+ Instruct. 0.629 0.508 0.263 39.89 0.200

BLOOM 0.411 0.476 0.379 80.70 0.134
+ 1-shot 0.452 0.341 0.194 55.05 0.141
+ 4-shot 0.484 0.567 0.451 66.34 0.160
+ 9-shot 0.427 0.465 0.334 41.54 0.169
+ Instruct. 0.653 0.557 0.336 42.51 0.205

GPT-J 0.371 0.503 0.419 114.6 0.118
+ 1-shot 0.500 0.402 0.245 46.92 0.162
+ 4-shot 0.484 0.473 0.322 54.21 0.162
+ 9-shot 0.524 0.422 0.279 40.51 0.176
+ Instruct. 0.637 0.556 0.340 37.49 0.211

LLaMA 0.411 0.606 0.528 110.8 0.131
+ 1-shot 0.565 0.421 0.259 57.07 0.161
+ 4-shot 0.556 0.555 0.408 56.19 0.178
+ 9-shot 0.411 0.311 0.180 48.68 0.138
+ Instruct. 0.621 0.620 0.394 38.08 0.216

Table 1: Automatic evaluation of initial policies using
zero shots, few shots (1, 4, 9), and instruction-finetuning:
semantic similarity (Sim.), normalized edit similarity
(NES.), perplexity (PPL), appropriateness (App.), and
geometric mean (GM). The best results are marked bold.

a model because of a specific way it is prompted
or the instruction data it was fine-tuned on. This
way, we have a single fixed prompt for all mod-
els and can control the generation length and other
parameters equally well.

Creating Few-Shot Examples Since no rewrites
are available for our few-shot learning setup, we
collect 14 rewrites (1+4+9) of inappropriate ar-
guments from three NLP experts, none of whom
are authors of this paper. To create rewrites that
are highly representative of a dimension, we use
the appropriateness corpus, sentence transform-
ers (Reimers and Gurevych, 2019), and PageRank
(Lawrence, 1998) (details in Appendix B).

Prompting Setup We employ the natural lan-
guage prompts suggested by Reif et al. (2022) and
Zhang et al. (2020) to generate ŷ given x. The full
prompts can be found in Appendix A.

Automatic Evaluation Table 1 shows the results
of finding an initial policy. We observe BLOOM
+ Instruct. to create the most appropriate rewrites
(0.653). LLaMA + Instruct. achieves the best re-
sults in terms of semantic similarity (0.620), and
zero-shot LLaMA in terms of needing the minimal
amount of edits to create its rewrites (0.528). In

Model App. ↑ Sim. ↑ NES. ↑ PPL ↓ GM ↑
Exact Copy 0.000 1.000 1.000 98.01 –

CoEdIT – – – – –
+ Paraphrase 0.320 0.668 0.357 39.61 0.175
+ Formal 0.356 0.683 0.478 42.98 0.178
+ Neutral 0.298 0.876 0.857 63.43 0.160
+ Polite 0.320 0.801 0.688 42.22 0.183

LLaMA + Instruct. 0.621 0.620 0.394 38.08 0.216
+ PPOapp 0.960 0.253 0.048 21.26 0.225
+ PPOapp>sim 0.933 0.359 0.114 28.50 0.227
+ PPOapp=sim 0.827 0.471 0.299 29.22 0.237
+ PPOapp<sim 0.373 0.808 0.731 44.41 0.189

Human Baseline 0.773 0.391 0.180 56.23 0.175

Table 2: Automatic evaluation of different policies for
our approach LLaMA + Instruct., an alternative style
transfer model (CoEdIT), and a human baseline: seman-
tic similarity (Sim.), normalized edit similarity (NES.),
perplexity (PPL), appropriateness (App.), and geometric
mean (GM). The best results are highlighted in bold.

terms of fluency, GPT-J + Instruct. performs best
(37.49), closely followed by LLaMA + Instruct.
(38.08). Overall, LLaMA + Instruct. seems to be
the most stable choice (GM 0.216), so we select
it as the initial policy to train our final approaches.
Regarding geometric mean, few-shot learning leads
to a general increase in performance. However,
no clear trend in the number of few-shot exam-
ples used is visible. Overall, rewriting based on
instruction-finetuning mitigates inappropriateness
best across all models.

5.3 Policy Learning

Starting from our initial policy, LLaMA + Instruct.,
we use PPO to learn a set of candidate policies.
We use the rescaled version of BERTScore (Zhang
et al., 2020) to estimate the semantic similarity of
ŷ to x and the appropriateness classifier from the
first fold of Ziegenbein et al. (2023) to estimate the
appropriateness of ŷ. Both values are in [0, 1]. We
learn four candidate policies, each with a different
property weighting α ∈ {0.4, 0.5, 0.6, 1}. Indicat-
ing the property weighting used, we refer to the
corresponding models as LLaMA + PPOapp<sim,
LLaMA + PPOapp=sim, LLaMA + PPOapp>sim

and LLaMA + PPOapp respectively. The exact
setup of our PPO training and the hyperparameters
used are detailed in Appendix C.

Baselines In addition to the learned policies, we
collected human rewrites for each argument. We
refer to these as Human Baseline. For this pur-
pose, we hired five native English speakers on
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Upwork.com, three male and two female. We
instructed the annotators with background infor-
mation about appropriateness and asked them to
suggest rewritten versions of arguments flagged as
inappropriate in a forum. Each annotator was asked
to rewrite 45 of the 225 inappropriate arguments.3

In automatic evaluation, we also compare multi-
ple settings of the CoEdIT model proposed by Ra-
heja et al. (2023), including paraphrasing (CoEdIT
+ Paraphrase), formality (CoEdIT + Formality),
neutrality (CoEdIT + Neutral), and politeness
(CoEdIT + Polite) style transfer, to better under-
stand the relationship to these related notions.

During the development of our approaches we
also experimented with other common non-parallel
style transfer models, such as TAG (Madaan et al.,
2020) and LEWIS (Reid and Zhong, 2021), but
found them to be unsuitable as they lack the lin-
guistic quality of modern LLMs, putting them at a
disadvantage from the get-go.

Automatic Evaluation We evaluate the candi-
date policies using the same automatic metrics as
for the initial policy. Table 2 shows the results. We
observe that our approach successfully manages
to align LLaMA + Instruct. according to the de-
sired property weighting with LLaMA + PPOapp

being best in terms of appropriateness (0.960), and
LLaMA + PPOapp<sim in terms of semantic sim-
ilarity (0.808) among the LLaMA-based models.
We find that none of the CoEdIT baselines can
successfully mitigate inappropriateness, speaking
for the distinctiveness of rewriting inappropriate
arguments as a task. Overall, we find LLaMA +
PPOapp=sim to perform best (GM 0.237), even out-
performing the human baseline (GM 0.175).

Manual Evaluation To enable comparison
of various-automatically generated rewrites and
human-suggested alternatives, we perform two
manual evaluation studies. We again hire native
English speakers on Upwork.com (7 female and 8
male) to evaluate the rewrites in absolute and rela-
tive terms, such that each rewrite (pair) is evaluated
by five annotators. We again instructed annotators
with background information about appropriate-
ness. In total, we collected 4050 absolute and 8775
relative judgments.

In the first study, the annotators scored each
rewrite regarding three considered quality metrics:

3Annotators were paid 15$ per hour. Guidelines and
screenshots of the user interface are provided in Appendix F.

• App. Appropriateneess of the topic discussion
in terms of style and content;

• Sim. Meaning preservation of the original
arguments;

• Flu. Fluency and adherence to grammar con-
ventions.

We utilized a 5-point Likert scale to evaluate the
level of success of a particular rewrite in meeting
each quality metric requirement. Here, 5 indicated
a strong agreement with the rewrite’s success, and
1 strong disagreement. We calculate the final score
for each rewrite using MACE (Hovy et al., 2013).

Table 3(a) presents the results of the conducted
annotation study. We note that the obtained human
judgments of appropriateness (App.) and seman-
tic similarity (Sim.) across different desired prop-
erty configurations are consistent with those ob-
tained in the automatic evaluation (Table 2) for the
trained models. Specifically, the LLAMA + PPOapp

achieves the highest appropriateness rating (3.77),
while LLAMA + PPOapp<sim combination attains
the highest similarity rating (4.75). This alignment
of human and automatic evaluations underscores
the effectiveness of the chosen classification mod-
els in capturing the desired argument properties
when mitigating inappropriateness. Overall, we
find LLaMA + Instruct. to be the most balanced
model (GM 3.57) following closely behind the hu-
man baseline (GM 3.63).

The goal of the second study is to rank the five
LLaMA-based models and the collected human
rewrites by perceived overall quality and appropri-
ateness. To make the task more manageable for
the human annotators, instead of requiring them
to rank all six rewrites at once, we transform the
annotation task into a pairwise ranking task and ask
them to compare only two items at a time. Studies
have shown that pairwise ranking tasks can lead to
more reliable and consistent annotations compared
to direct ranking tasks (Brun et al., 2010; Nariman-
zadeh et al., 2023) making them an effective and
commonly used approach for subjective annota-
tion studies, such as argument quality assessment
(Habernal and Gurevych, 2016; Toledo et al., 2019;
Skitalinskaya et al., 2021).

While pairwise rankings significantly increase
the number of judgments to be made, making the
task more time-consuming, Gienapp et al. (2020,
2022) have shown that efficient sampling strate-
gies, such as Skip-window, can notably reduce the
number of required pairwise annotations without

4461



Model (a) Absolute (b) Relative

App. ↑ Sim. ↑ Flu. ↑ GM ↑ Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Rank 6 Avg. ↓ p ↑
LLaMA + Instruct. 3.22 4.17 3.40 3.57 3.1% 5.3% 18.2% 21.3% 32.9% 19.1% 4.32 .351
+ PPOapp 3.77 2.65 4.16 3.46 44.9% 32.4% 13.3% 7.1% 2.2% 0.0% 1.89 .833
+ PPOapp>sim 3.50 2.96 3.77 3.39 29.3% 29.8% 18.7% 14.7% 5.8% 1.8% 2.43 .729
+ PPOapp=sim 3.15 3.38 3.34 3.29 2.7% 11.1% 22.2% 26.7% 20.9% 16.4% 4.01 .412
+ PPOapp<sim 2.70 4.75 2.89 3.33 0.4% 4.4% 4.4% 12.4% 26.7% 51.6% 5.15 .160

Human Baseline 3.60 3.48 3.82 3.63 19.6% 16.9% 23.1% 17.8% 11.6% 11.1% 3.18 .566

Table 3: Manual evaluation of our approach variations and the human baseline: (a) Absolute MACE scores of the
improved arguments in terms of appropriateness (App.), similarity (Sim.), fluency (Flu.), and their geometric mean
(GM). (b) Relative ranking of the arguments in terms of percentage of times they were ranked at each position (Rank
1–6), their average rank (Avg.), and the score obtained by the Bradley Terry model (p). Best results are marked bold.

compromising the quality of the final ranking. In
our study, we employ the Skip-window with λ = 4,
which denotes that each rewrite is compared to
every fourth rewrite in the set.4 To aggregate the
pairwise preferences into a final ranking we ap-
ply Bradley Terry Aggregation (Bradley and Terry,
1952), which has shown to be more effective than
alternatives such as KwikSort, Additive Aggrega-
tion, and PageRank (Gienapp et al., 2022).

Table 3(b) presents the results of the manual
evaluation. Overall, we find that the instruction-
finetuned model solely focusing on appropriate-
ness (LLaMA + PPOapp) performs best (mean rank
of 1.89), even outperforming the more balanced
LLaMA + Instruct. (mean rank of 4.32) and the
human baseline (mean rank of 3.18). In general,
models incorporating text similarity assessments,
such as LLaMA + PPOapp=sim and LLaMA +
PPOapp<sim were consistently ranked lower. The
findings from both studies indicate that human
annotators prioritize appropriateness assessments
when identifying the best rewrite. Specifically,
the annotators tend to favor rewrites generated by
instruction-finetuned models, such as LLaMA +
PPOapp, which only includes the appropriateness
property. It should be noted that the annotations col-
lected during the annotation studies are made from
the reader’s perspective and may not always aling
with the writer’s viewpoint. We further discuss
this point in Section 8. In terms of inter-annotator
agreement, we find Pearson’s r of 0.35 for the rank-
ing pre-study used to determine λ and 0.31 for the
complete ranking study, which is considered to be
moderate agreement and close to other studies of
subjective dimensions in the domain of computa-
tional argumentation.

4The optimal λ value was found through a prestudy of 45
rewrite sets, futher details found in Appendix D.

5.4 Qualitative Analysis

We conducted a qualitative analysis to better under-
stand the strengths and weaknesses of the rewrites
generated. To this end, we manually inspected the
subset of the ~2000 comments, which we received
voluntarily from the annotators in the manual eval-
uation studies for rewrites generated by our most
preferred model, LLaMA + PPOapp.

Most of the comments are positive, with the an-
notators expressing satisfaction with the rewrites’
improvement in emotional intensity, clarity, open-
ness, relevance, seriousness, and language. These
aspects are indicators of appropriateness, which is
the main focus of LLaMA + PPOapp. Appendix E
contains a random sample of different appropriate-
ness flaws and the rewrites created by our models
ordered by their similarity to the original argument.
A list of all comments is provided together with the
code and data in the supplementary material.

However, we also find that some annotators ex-
press concern in rare cases where the rewrites flip
or neutralize the stance of the original argument by
either changing single words (e.g., “not” to “is”) or
by adding counterarguments and concluding that
different point of views on the controversial issues
are relevant to be considered. We find this to be par-
ticularly relevant for rewrites of short arguments,
where the model has less text to work with. This
may be an indicator of the limitations of the task
of rewriting inappropriate arguments, as it may not
always be possible to rewrite an argument if it, for
example, solely consists of a single offensive sen-
tence that is irrelevant to a topic. For such cases, it
may be more appropriate to remove the sentence
entirely. Finally, we also find that the issue dis-
cussed by the original argument can be unclear or
inappropriate, making it difficult for our model and
the human annotators to create a good rewrite.
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6 Conclusion

In this paper, we have studied how to mitigate inap-
propriate language in arguments through rewriting.
To this end, we have proposed an approach based
on reinforcement learning from human feedback
(RLHF), which balances the semantic similarity of
arguments with a target style (here, with appropri-
ateness). Our approach resorts to machine feedback
instead of human feedback, though, thus enabling
full automation.

Our experiments have demonstrated that prompt-
ing an instruction-finetuned large language model,
combined with a single style classifier and an unla-
beled dataset, is sufficient to train a policy that out-
performs competitive baselines in terms of appro-
priateness and semantic similarity. Through man-
ual annotation studies, we have provided evidence
that our approach can mitigate the inappropriate-
ness of arguments while preserving their content to
a wide extent. Intriguingly, our human annotators
prefer approaches that prioritize appropriateness
over semantic similarity. Our results suggest that
a careful design of the reward function is crucial
for the success of RLHF-like approaches, if trained
solely in an offline fashion.

We conclude that rewriting inappropriate lan-
guage in arguments is a challenging problem that,
from a reader’s perspective, often requires heavy
editing and careful consideration of context. Our
approach is a substantial first step to this tack. We
hope it will inspire future work in this direction.
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8 Limitations

On the one hand, we inherit the limitations of the
corpus used for modeling appropriateness, which
includes being limited to the English language and
a Western view of sociocultural factors. On the
other hand, we find our work restricted in two as-
pects: (1) The dependence on the performance of
the classifiers and initial policy and (2) The readers’
specific view chosen in our evaluation setup:

First, the performance of our RLHF-inspired ap-
proach relies on finding an initial policy that can
then be improved to better align with the desired
properties of semantic similarity and appropriate-
ness. While using zero-shot learning, few-shot
learning, or instruction-based learning to obtain the
initial policy frees us from the need for parallel
data to train a supervised model, its performance
on the task is unknown, such that we can rely on
automatic metrics only. The effect of the initial
policy’s performance on the final performance of
our approach is hence more or less unknown. For
other tasks, it may be necessary to use a super-
vised model to obtain the initial policy. The same
also holds for the classifier performance. While we
observed in the manual evaluation that the consid-
ered classifiers successfully aligned the policy with
the desired properties, the effect of the classifier’s
performance on the performance of our approach
remains unclear.

Second, as indicated already in Section 5.3, our
evaluation focuses only on the reader’s perspective
and not the writer’s. However, especially when we
want to prevent a writer from creating inappropriate
content, the writer’s perspective is also important
because, in practice, changing a writer’s text may
be considered ethically doubtful, if not done in
agreement with the writer. Thus, this aspect should
be considered in future work. We decided to focus
on the reader’s perspective since we believe that
this perspective is to be prioritzed in content moder-
ation, where the reader is exposed to inappropriate
content and may be harmed by it.

9 Ethical Considerations

Since we are dealing with a sensitive issue (content
moderation), we believe it is important to discuss
the ethical considerations of our work.

As always, in content moderation, there is a
trade-off between freedom of speech and protecting
individuals from harm. In practice, this trade-off,
which is often further affected by the need to pro-
tect the platform from legal liability, may speak
for removing potentially harmful content in doubt,
even if it is not clearly inappropriate. In this re-
gard, our work is a step towards preventing content
removal by rewriting it more appropriately.

However, we stress that our approach is not
meant for real-life applications yet, as it may not
always be able handle the complexity of real-world
arguments. This is due to the readers’ specific view
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(as discussed in Section 8) and other generation-
specific issues, such as hallucinations, whose ef-
fects are not investigated in this work.

The addition and deletion of information with-
out permission of the author also raises questions
regarding the responsibility of the platform and the
author. As in other style transfer-related tasks that
target sensitive topics, the idea of our approach
could be inverted to make appropriate text inap-
propriate. However, since both appropriate and
inappropriate arguments are crucial to developing
the rewriting approach, we see no way around this
but to strongly emphasize not using the approach
for this purpose. Ultimately, we think that it is bet-
ter that research topics as the one of this paper are
studied openly in an academic environment than
somewhere else without transparency.

Finally, since our approach is based on a clas-
sifier that could detect inappropriate content on a
platform, it could circumvent the content modera-
tion carried out on some web platform by probing
the classifier and adapting the content accordingly.
Thus, the rewritten content is not guaranteed to be
always appropriate, as shown by our evaluation.
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A Prompting Setup

• Zero-shot/Few-shot Here is some text:
{x} Here is a rewrite of the text
that is more appropriate and makes
only minimal changes: {ŷ}

• Instruction-Tuning Below is an
instruction that describes a task,
paired with an input that provides
further context. Write a response
that appropriately completes the
request.

### Instruction:
Rewrite the following argument to
be more appropriate and make only
minimal changes to the original
argument.

### Input:
x

### Response:
ŷ

B Creating Few-Shot Examples

For each of the 14 dimensions of inappropriateness,
we compute the mean annotator score for each ar-
gument x in the Appropriateness Corpus X . If
the dimension is a parent of other dimensions, we
keep only arguments with a mean annotator score
greater than zero for each corresponding dimen-
sion. We then filter the set of all arguments for
which the mean annotator score is maximal for the
corresponding dimension as X

′
dim.

After obtaining the set of the candidate argu-
ments for each dimension (X

′
dim), we embed them

using the all-mpnet-base-v2 sentence transformer
(Reimers and Gurevych, 2019) (S) and calculate
the cosine similarity between all possible embed-
ding pairs. To this, we apply a variant of the PageR-
ank algorithm (Lawrence, 1998) to compute cen-
trality scores for each argument. The PageRank
score P (si) for the i-th argument in X

′
dim is

P (si) :=
∑

sj ̸=si

cos(si, sj)∑
sk ̸=sj

cos(sk, sj)
P (sj),

where d is a damping factor and n is the number of
arguments in X

′
dim. The argument with the highest

centrality score in X
′
dim is our few-shot example

for the corresponding dimension.

To obtain the corresponding rewrite ŷ from the
set of candidate rewrites created by our experts,
we use the geometric mean of semantic similarity,
normalized edit similarity, perplexity, and appro-
priateness, as detailed above.

C Hyperparameter Settings

We follow the PPO hyperparameter settings of Sti-
ennon et al. (2020) with a few exceptions. Starting
with a search over the learning rate and the KL-
divergence coefficient using α = 0.5, we use a
decay of the learning rate with a cosine schedule
starting from 5 · 10−6 and ending at 1.5 · 10−6, and
a KL-divergence coefficient of 1.857 · 10−3. We
employ a batch size of 4 and train for 25 000 steps,
equaling 3.2 million episodes. For generation, we
use top-p sampling with p = 0.95 and a tempera-
ture of 1.0. For efficiency, we use adapter-based
low-rank adaptation (LoRA) (Hu et al., 2021) with
r = 8, an amplification factor of 32, and a dropout
value of 0.1. Training a single model took around
two days on four A100 GPUs.

4468



D Pre-study Details

S-Window Sampling To reduce the number of
pairwise comparisons that need to be collected, we
employ S-window sampling, which can be formaly
defined as follows. Given a full set of comparisions
Afull, consisting of k2 − k comparisons (no self-
comparisons), we want to sample such a subset
A ⊂ Afull. To do so, we introduce a skip-size
λ ∈ N+, and each rewrite ri ∈ Rk, we compile
comparisons (ri, rj) , such that j = 1+ = 1 +
(bmodk) for b ∈ {i+λ−1, i+2λ−1, ..., i+mλ−
1}, where m ≤ k − 1. If j = i the comparison is
not included in the sample.

Finding Optimal λ To determine the optimal
λ parameter, we conducted a prestudy, where we
asked human annotators annotate the full set of
comparisons Afull for a subset of 45 arguments,
each with 6 rewrites obtained from the approaches
outlined in Sections 3 and 5 as well as human gen-
erated rewrites.

For each of the 45 arguments, we created three
different subsets Aλ using S-window sampling
with λ ∈ {2, 3, 4}. Figure 3 illustrates the applied
sampling strategies when considering six rewrites
by showcasing which pairwise comparisons have
been considered in each strategy. To reconstruct
the ranking order derived from the complete set
of comparisons, Afull, we applied Bradley-Terry
Aggregation (Bradley and Terry, 1952) to each sam-
pled subset of data. The Bradley-Terry model em-
ploys maximum-likelihood estimation to infer a
latent score si ∈ S for each rewrite Ri ∈ R based
on the sampled pairwise comparisons.

Table 4 presents the results of the conducted
annotation study. The proposed sampling and com-
parison strategies are able to produce high quality
rankings (λ = 2, ρ = 0.93, NDCG@1 = 0.95)
using only 12% of the full set of pariwise com-
parisions and one annotator. However, to ensure
consitency with other manual evaluation tasks in
our paper, for the full annotation study we settle on
using 5 annotators at λ = 4, which allows us to rea-
sonably reconstruct the original ranking (ρ = 0.91,
NDCG@1 = 0.95) while significantly reducing
the number of pairwise judgements that need to be
collected to only 40%.
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Figure 3: Visual representation of the employed sam-
pling strategies for six rewrite instances. Subfigure (a)
illustrates all pairwise comparisons, while subfigures
(b, c, d) depict S-Window sampling at λ values of 2, 3,
and 4, respectively. Each subfigure comprises a matrix,
where grey-colored cells indicate sampled comparisons
between a pair of rewrites (Ri and Rj) , and an accom-
panying graphical representation, where the edges in
the graph indicidate sampled pairwise comparisons.

# Ann. λ # Judgments % Judgments ρ NDCG@1

5 2 2025 59.95 0.97 0.99
4 2 1620 47.96 0.96 0.98
3 2 1215 35.97 0.95 0.98
2 2 810 23.98 0.94 0.97
1 2 405 11.99 0.93 0.95

5 3 1125 33.30 0.84 0.93
4 3 900 26.64 0.84 0.93
3 3 675 19.98 0.82 0.91
2 3 450 13.32 0.80 0.91
1 3 225 6.66 0.80 0.88

5 4 1350 39.96 0.91 0.95
4 4 1080 31.97 0.90 0.95
3 4 810 23.98 0.88 0.94
2 4 540 15.99 0.86 0.93
1 4 270 7.99 0.85 0.91

Table 4: Ranking performance in terms of Pearson’s
correlation, ρ, with the baseline ranking under sparsifi-
cation, depending on the number of annotators judging
each pair of rewrites and the degree of sparsification, λ.
For each combination, the final number of judgments
required is provided in absolute and relative terms, com-
pared to an exhaustive comparison.
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E Examples

Issue: Pro choice vs pro life

Model Argument Improvement Differences

LLaMA + Instruct.
+ PPOapp<sim

for For everyone who is talking about RAPE in this subject, let me ask you one thing!!!! : if you
got in a huge fight with someone and ended up breaking your hand or arm... , would you cut it
off just because it would REMIND you of that experience? ?? if your actualy SANEIf you’re
actually SANE, you would say no and if you say yes, you need to see a Physiatrist!!!!.

LLaMA + Instruct. for For everyone who is talking about discussing RAPE in this subject topic, let me ask you
one thing!!!! if you got in . If you got into a huge fight with someone and ended up breaking
your hand or arm... , would you cut it off just because it would REMIND remind you of that
experience? ?? if your actualy SANE youwould say no and if you say yes Of course not, if
you’re sane, you would know that wouldn’t be a logical or healthy solution. If you do think about
it, then you need to see a Physiatrist!!!!psychiatrist.

LLaMA + Instruct.
+ PPOapp=sim

for everyone who is talking about RAPE in this subject, let me ask you one thing!!! ! if you got in
a huge fight with someone and ended up breaking If you got into a physical fight and broke your
hand or arm... would you cut it off just because it would REMIND you of that experience? ?? if
your actualy SANE you would say no and if you say yes you need to see a Physiatrist!!!!, would
you want to have it surgically removed as a way to remember the experience? If the physical
trauma is very intense, you may want to seek psychological help to deal with the memories. There
are some cases where having the physical reminder of the trauma is too difficult, but most people
would want to keep the body part as they realize the importance of the physical sensation in
helping them heal.

LLaMA + Instruct.
+ PPOapp>sim

for everyone who is talking about RAPE in this subject let me ask you one thing!!!! if you got
in a huge fight with someone and ended up breaking For those discussing rape, I would like to
pose another scenario. If you got into a fight and broke your hand or arm... would you cut it
off just because it would REMIND you of that experience? ?? if your actualy SANE you would
say noand if you say yes you need to see a Physiatrist!!!!, would you amputate it to remove the
physical reminder of the experience? Of course, the answer is no. Although it is understandable
to have emotional scars, physical scars can be treated and lived with, even if they remain as a
reminder of the experience.

LLaMA + Instruct.
+ PPOapp

for everyone who is talking about RAPEin this subject let me ask you one thing!!!! if you got
in a huge fight with someone and ended up breaking your hand or arm. .. would you cut it off
just because it would REMIND you of that experience??? if your actualy SANE you would say
no and if you say yes you need to see a Physiatrist!!!!For those discussing RAPE, I believe it is
important to consider the lasting effects it can have on a survivor. While it is understandable
to want to move on and forget the experience, some people find it beneficial to seek therapy to
process their feelings and thoughts, as it can be difficult to completely move past something
like this. Therapy can help the individual find healthier ways of dealing with their emotions and
allowing them to move on at their own pace.

Table 5: Examples of the differences between a randomly selected inappropriate argument and the improved versions
generated by our models, sorted by the semantic similarity between the original and the rewrite.
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Issue: Should bush adminstration officials be prosecuted for war crimes? stance: yes

Model Argument Improvement Differences

LLaMA + Instruct.
+ PPOapp<sim

Hitler invaded Poland in 1932 and the world turned against Germany. In fact, there are dozens if
of cases in the last 100 years where countries have invaded other nations and the world has caused
uproar and rose up against it. Yet some dumb Texan does it and gets away with it. Try him for
war crimes, along with Tony Blair and have them both executed or imprisoned.

LLaMA + Instruct. Hitler invaded Poland in 1932 and the world turned against responded by condemning Germany.
In fact, there are dozens if cases in the last 100 years where countries have invaded other nations
and the world has caused uproar and rose up against it. Yet some dumb Texan does it and gets
away with itrecent history, numerous cases of countries invading other nations have provoked
international outcry and condemnation. However, when a dumb Texan perpetrated the same crime,
he escaped justice. Try him for war crimes , along with alongside Tony Blair and have them both
executed or imprisoneddeliver suitable punishment, such as execution or imprisonment.

LLaMA + Instruct.
+ PPOapp=sim

Hitler invaded Poland in 1932 and the world turned against Germany. In fact, there are dozens if
cases in the last 100 years where countries have invaded other nations and the world has caused
uproar and rose up against it. Yet some dumb Texan does it and gets away with it. Try him
for war crimes, along with Tony Blair and have them both executed or imprisonedsimilar cases
throughout history, countries invading other nations have been subject to international outcry and
condemnation. However, in 1932 Germany, the invasion prompted a strong reaction from the
international community. In regards to Germany, the invasion sparked a great deal of outrage and
controversy.

LLaMA + Instruct.
+ PPOapp>sim

Hitler invaded Poland in 1932 and the world turned against Germany. In fact, there are dozens if
cases in the last 100 years where countries have invaded other nations and the world has caused
uproar and rose up against it.Yet some dumb Texan does it and gets away with it. Try him for
war crimes, along with Tony Blair and have them both executed or imprisoned.responded with
outcry, a response similar to what has occurred in the past few decades when one country invades
another. Though these instances have generated international criticism, Germany’s invasion of
Poland in 1932 was an exception, as the international community more strongly condemned the
action.

LLaMA + Instruct.
+ PPOapp

Hitler invaded Poland in 1932and the world turned against Germany . In fact, there are dozens if
, which sparked outrage among nations and led to Germany becoming the target of international
criticism. Similarly, there have been numerous cases in the last 100 years where countries have
invaded other nationsand the world has caused uproar and rose up against it. Yet some dumb
Texan does it and gets away with it. Try him for war crimes, along with Tony Blair and have
them both executed or imprisoned, leading to global outcry. This highlights the importance of
international cooperation and solidarity in addressing such conflicts. It is essential to ensure
justice is served in each case, as happened with the German and British leaders, in order to
maintain accountability.

Table 6: Examples of the differences between a randomly selected inappropriate argument and the improved versions
generated by our models, sorted by the semantic similarity between the original and the rewrite.
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Issue: Pro choice vs pro life

Model Argument Improvement Differences

LLaMA + Instruct.
+ PPOapp<sim

There should be no argument in this really...whatever way yu you see a fetus...its still a living
form that has been created in a very intimate way... you shouldn’t be changing what mothernature
Mother Nature or God or fate Fate or whatever has decided for you...and if you didn;t wannna ’t
want to get preggo in the first place...don’t have sex or use protection. Yeh there are some women
that get raped and it’s very unfortunate but they should give the child up for adoption. It’s not the
child’s fault that it was created. So why should the goring growing being have to pay the ultimate
price of it’s its life?

LLaMA + Instruct. There should be no argument in this really...whatever way yu see a fetus...its you look at a fetus,
it’s still a living form that has been created in a very intimate way. .. you You shouldn’t be
changing what mothernature nature or God or fate or whatever has decided for you...and ; if
you didn;t wannna get preggo ’t want to get pregnant in the first place...don’t have sex or use
protection . Yeh , use protection or abstain from sex. Yes, there are some women that get raped
and it’s very unfortunate but they should give the child up for adoption. It’s not the child’s fault
that it was created. So why should the goring innocent being have to pay the ultimate price of it’s
its life?

LLaMA + Instruct.
+ PPOapp=sim

There should be no argument in about this really...whatever way yu see a fetus...its you look at a
fetus, it is still a living form that has been created in a very intimate way. .. you You shouldn’t be
changing what mothernature mother nature or God or fate or whatever has decided for you. ..and
if you didn;t wannna get preggo If you didn’t want to get pregnant in the first place...don’t have
sex or use protection. Yeh there are some women that , you should be protected from it. Yeah,
some women get raped and it ’s is very unfortunate but they should give the child up for adoption.
It ’s is not the child’s fault that it was created . So why should the goring being have to pay the
ultimate price of it’s life?in this way.

LLaMA + Instruct.
+ PPOapp>sim

There should be no argument in this really...whatever way yu see a fetus ...its still a living form
that has been created in a very intimate way... you shouldn’t be changing what mothernature or
God or fate or whatever has decided for you...and if you didn;t wannna get preggo in the first
place...don’t have sex or use protection. Yeh there are some women that get raped and it ’s very
unfortunate but they should give the child up for adoption. It’s not the child’s fault that it was
created. So why should the goring being have to pay the ultimate price of it’s life?regard; while
a fetus is indeed a living organism, the decision of what to do with it should be left to the mother
and any other caregivers involved. Every woman has the right to make this decision for herself,
and it is important to consider the potential consequences of any decision made.

LLaMA + Instruct.
+ PPOapp

There should be no argument in this really...whatever way yu see a fetus...its still a living form
that has been created in a very intimate way... you shouldn’t be changing what mothernature or
God or fate or whatever has decided for you...and if you didn;t wannna get preggo in the first
place...don’t have sex or use protection. Yeh there are some women that get raped and it’s very
unfortunate but they should give the child up for adoption. It’s not the child’s fault that it was
created. So why should It is important to consider both the physical and emotional well-being of
the mother and the goring being have to pay the ultimate price of it’s life?fetus during pregnancy.
While it is important to respect each person’s view on the matter, it is essential to ensure that both
parties are provided with the necessary care and support. Ultimately, the decision should be made
in consultation with both parties and with the input of medical professionals, who can best inform
the decision based on the unique circumstances of the pregnancy.

Table 7: Examples of the differences between a randomly selected inappropriate argument and the improved versions
generated by our models, sorted by the semantic similarity between the original and the rewrite.
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Issue: Ban plastic water bottles

Model Argument Improvement Differences

LLaMA + Instruct.
+ PPOapp<sim

We will be able to ban water bottles until once we get out of this recession!.

LLaMA + Instruct. We will be able to ban water bottles until we get out of this recession!phase out water bottles
once we are no longer in this recession.

LLaMA + Instruct.
+ PPOapp=sim

We will won’t be able to ban water bottles until weget out of this recession !’re able to generate
enough income to replace them, especially if we’re in a recession where we’re not able to acquire
funding for supplies.

LLaMA + Instruct.
+ PPOapp>sim

We will be able to ban water bottles until we get out of this recession!Given the current economic
climate, prohibiting the use of single-use plastics such as water bottles may not be feasible until
we are able to gain more economic stability.

LLaMA + Instruct.
+ PPOapp

We will be able to ban water bottles until we get out of this recession!may want to consider
banning water bottles in order to reduce our plastic waste and dependency on single-use plastics
when we can, although it may be difficult to do so until we are able to get back on our feet
financially.

Table 8: Examples of the differences between a randomly selected inappropriate argument and the improved versions
generated by our models, sorted by the semantic similarity between the original and the rewrite.

Issue: Tv is better than books

Model Argument Improvement Differences

LLaMA + Instruct.
+ PPOapp<sim

tv because only tv can bring u live news at books u can’t find also it’s educational Through
television, one can access live news that books cannot offer, as well as educational programming.

LLaMA + Instruct. tv because only tv can bring u live news at books u can’t find also it ’s educationalTelevision is
a great way to stay informed of current events since it brings you live news coverage. Books, on
the other hand, are not as accessible when it comes to quickly accessing up-to-date information

LLaMA + Instruct.
+ PPOapp=sim

tv because only tv can bring u live newsat books u can ’t find also it’s educationalis a great
source of live news, which is useful in situations where newspapers and websites cannot provide
up-to-date information in a timely manner. Additionally, television can bring you news from
around the world that you cannot find in books, which is also educational.

LLaMA + Instruct.
+ PPOapp>sim

tv because only tv can bring u live news at books u can ’t find also it’s educationalWith a
computer, you can access news sites for up-to-date information, as well as gain access to a wide
range of educational materials. Additionally, computers are more versatile than TVs, which are
limited to broadcast news and can be more difficult to find certain information.

LLaMA + Instruct.
+ PPOapp

tv because only tv can bring u live news at books u can’t find also it ’s educational Television
can be a great source of news and information as it allows you to access live coverage of events
as they happen. Additionally, there are many educational programs available on television which
can expand your knowledge and understanding.

Table 9: Examples of the differences between a randomly selected inappropriate argument and the improved versions
generated by our models, sorted by the semantic similarity between the original and the rewrite.
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