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Abstract

We present the submission of the CUNI team
to the WMT23 shared task in translation be-
tween English and Assamese, Khasi, Mizo, and
Manipuri. All our systems were pretrained
on the task of multilingual masked language
modelling and denoising auto-encoding. Our
primary systems for translation into English
were further pretrained for multilingual MT
in all four language directions and fine-tuned
on the limited parallel data available for each
language pair separately. We used online back-
translation for data augmentation. The same
systems were submitted as contrastive for trans-
lation out of English where the multilingual MT
pretraining step seemed to harm the translation
performance. Other contrastive systems used
additional pseudo-parallel data mined from
monolingual corpora.

1 Introduction

We present our submission to the Indic MT shared
task of the WMT23 workshop. We trained
constrained systems in all evaluated language
directions: English-Assamese (en-as), English-
Manipuri (en-mni), English-Mizo (en-mz) and
English-Khasi (en-kha).

A majority of languages in the world have a very
limited amounts of translation resources to be used
for training machine translation (MT) systems. Un-
supervised learning techniques have been proposed
to leverage monolingual texts in MT training, either
in the pretraining phase (Liu et al., 2020; Conneau
and Lample, 2019) or during fine-tuning by means
of back-translation (Sennrich et al., 2016). This
shared task is proposed as a realistic scenario where
for each Indic language, the participants have ac-
cess to several thousand parallel sentences paired
with English and up to 2.6M additional unaligned
sentences in each language. The texts are mixed
from the religious domain and the general domain.
In addition to the provided data, participants were

allowed to use any monolingual texts and any pre-
trained models trained on monolingual texts.

In our other research, we focus primarily on un-
supervised MT and we participated in this shared
task to measure the impact of adding at least a
small number of parallel sentences into the train-
ing. Therefore, we also evaluated our fully unsuper-
vised systems in the conditions of Indic MT, where
the languages are linguistically very different from
English and some also have a different script.

A major obstacle, especially for our unsuper-
vised models, is the domain mismatch in our train-
ing data. While monolingual English data we used
come from NewsCrawl, the Indic training data in-
cludes texts from the religious domain. The issue
is especially pronounced when we struggle with
finding equivalent sentences in the monolingual
corpora section 2.5, but it is problematic for the en-
tire unsupervised training as the domain mismatch
interferes with the underlying assumption of iso-
morphism of embedding spaces.

In this paper, we first introduce our training
methodology (section 2), describe the data (sec-
tion 3.1) and comment on the results (sections 4
and 5)

2 Methodology

2.1 Model Architecture

The architecture of all our NMT models is a 6-
layer Transformer with 6 attention heads, GELU
activations, and 0.1 dropout. In addition to token
embeddings and trained positional embeddings, the
model features language embeddings to pass the
information which language direction is being used.
Both input token embeddings and the final softmax
layer have tied weights.

2.2 Pretraining on Monolingual Texts

We pretrain a Transformer encoder on the task of
masked language modelling (MLM) on all avail-
able corpora in all languages. The details of
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as kha | mni mz en
train (mono) 2.6M | 183k | 2.1M | 1.9M | 33M
train (para) 50k | 24k | 22k 50k -
train (pseudo-para) | 81k | 95k | 150k | 66k -
dev 2k 1k 1k 1.5k -
test 2k 1k 1k 2k -

Table 1: The number of sentences in the training, dev and test sets. Monolingual (mono) and parallel (para) data
were provided by the organizers, pseudo-parallel data was created as described in Section 2.3.

the MLM task are given in Conneau and Lam-
ple (2019). We copy its weights into both the en-
coder and the decoder of the Transformer model
and we continue the pretraining phase by training
a multilingual denoising autoencoder (DAE). The
noise function applied to the input sentence has the
following components: word deletion with proba-
bility pge; = 0.1, word masking with probability
Pmask = 0.1 and word shuffling within the window
of length lgp,y = 4.

All our systems are pretrained on both MLM and
DAE.

2.3 Pretraining on Multilingual Parallel Texts

In the second pretraining stage, we train a multi-
lingual neural machine translation model (MNMT)
on all available parallel data. In each training step,
the model sees a mini-batch of parallel sentences
for all language pairs. It uses language embeddings
to detect the right translation direction.

2.4 Fine-tuning for Machine Translation

In the fine-tuning stage, we train a bidirectional
model for each language pair in a semi-supervised
fashion, using a cross-entropy loss on a small au-
thentic parallel corpus. We augment the data with
online back-translation (OBT) (Lample et al., 2018;
Artetxe et al., 2018) to avoid over-fitting. In every
OBT training step, the model is switched into an
inference mode to create a mini-batch of training
data by translating a portion of monolingual sen-
tences. This operation is performed in both transla-
tion directions and the resulting mini-batch (with
the synthetic sentences placed on the source side)
is directly used for training.

2.5 Data Augmentation with Pseudo-Parallel
Texts

We also measure whether we can earn some bene-
fits by incorporating pseudo-parallel (PP) sentences
into the MT training. We use the methodology of
Kvapilikovad et al. (2020) and search for parallel

en-as | en-kha | en-mni | en-mz

Precision | 35.03 9.67 7.92 22.54
Recall 18.55 10.50 5.70 18.00
F1 Score | 24.26 10.07 6.63 20.01
Threshold | 1.022 1.027 1.022 1.022

Table 2: Precision, Recall and F1 score on the Parallel
Sentence Matching Task.

sentences in the training corpora. We search for
the nearest neighbors in the multilingual sentence
embedding space created by a multilingual sen-
tence encoder. The encoder is the modified XLM-
100 (Conneau and Lample, 2019) pretrained model
fine-tuned on the MLM task for Assamese, Khasi,
Mizo, Manipuri and English. The search metric is
the modified cosine similarity zsim (Artetxe and
Schwenk, 2019) between the sentence embeddings
which is required to be higher than 1:

. B cos(z,y)
xsim(z, y) = avgcos(x) + avgeos(y) >1 M
where
cos(+, 2)
avgeos(+) = Z Y (2

z€NNg ()

where NNy () is the set of k nearest neighbors
of x. We augment the existing authentic parallel
corpora with the pseudo-parallel sentence pairs and
train on the resulting corpus. The number of re-
trieved pseudo-parallel sentence pairs is indicated
in table 1. The performance of the sentence en-
coder at the task of parallel corpus mining for the
languages in question was measured by an auxil-
iary task where it was asked to find 1-2k parallel
sentences (dev set) among 200k monolingual sen-
tences from the train set in both languages. The
results are summarized in section 2.4 where we
see that the precision of correctly matched parallel
sentences for Khasi and Manipuri is very low.
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en-as | en-kha | en-mni | en-mz | as-en | kha-en | mni-en | mz-en
MT+OBT 14.1 16.6 29.5 31.2 17.6 12.8 33.9 28.3
MNMT+MT+OBT | 139 16.4 29.9 31.5 20.7 13.8 36.1 29.5
PP+MT+OBT 13.3 15.9 29.8 30.8 16.8 12.1 30.2 28.7
OBT (unsup) 0.2 - - 0.8 0.3 - - 1.3
PP+OBT (unsup) 2.9 - - 6.1 3.1 - - 5.5

Table 3: BLEU score of our MT systems on the WMT?23 test set.

In our experiments we evaluate the impact of
MNMT and PP pretraining on the final translation
quality.

3 Experiments

We train several models for each language pair. All
models are pre-trained as described in 2.2. For
our shared task submission, we train three kinds of
semi-supervised models using all available parallel
data:

* MNMT+MT+OBT models were trained for
multilingual MT and fine-tuned for each lan-
guage pair separately on a combination of au-
thentic parallel data and synthetic parallel data
created by OBT,;

* MT+OBT models skip the multilingual MT
pre-training step;

e PP+MT+OBT models are trained on pseudo-
paralle data in addition to authentic and syn-
thetic data. The pseudo-parallel corpus is re-
moved after 5 epochs of training.

We compare the results of the semi-supervised
models to unsupervised models trained without the
authentic parallel data to measure the effect of lim-
ited amounts of parallel data. We experiment with
gradually adding parallel sentences into the training
and evaluate the performance of a model trained
on 1k, 2k, 5k, 10k and 25k parallel sentences.

3.1 Data

In addition to the data provided by the organizers
(Pal et al., 2023), we used 33M English sentences
from NewsCrawl2022. The summary of the data
is in table 1. We trained a BPE model on the con-
catenation of all Indic corpora and a downsampled
Englih corpus. The BPE vocabulary size is 52k.
During pre-processing, we first tokenized the texts
using the Moses tokenizer which created a problem
with the Assamese script as it decomposed several
compound Unicode characters which had impact

on the segmentation of texts with Assamese script
(as, mni). The decomposed accents form a sepa-
rate BPE unit which lead to a high segmentation
of the Assamese and Manipuri texts. During post-
processing we managed to compose the segmented
text by running a special substitution on top of the
standard detokenization. The unnecessary step of
Moses tokenization likely cost us some final trans-
lation performance due to the sub-optimal BPE
segmentation.

3.2 Training Details

We use the XLLM! toolkit for training. For lan-
guage model pretraining, we use mini-batches of
64 text streams (256 tokens per stream) per GPU
and Adam (Kingma and Ba, 2015) optimization
with 1r=0.0001. For denoising and MT fine-
tuning, we use mini-batches of 3,400 tokens per
GPU and Adam optimization with a linear warm-
up (betal=0.9,beta2=0.98,1r=0.0001). The
models are trained on 8 GPUs.

4 Shared Task Results

For our shared task submission, we compared
the performance of our experiments on the dev
set and concluded that the fine-tuned multilingual
NMT system (MNMT+MT+OBT) performs better
than individual systems (MT+OBT) when trans-
lating into English and on par with individual sys-
tems when translating from English. Therefore,
for our PRIMARY submission, we submitted the
output of the multilingual model when translat-
ing into English and the output of the individual
models when translating from English. The op-
posite results were submitted as CONTRASTIVE-
1. The PP+MT+OBT systems were submitted as
CONTRASTIVE-2. The final test set results are
summarized in table 3.

The winning system for all language directions
was a system called TRANSSION-MT which out-
performed other systems with almost double the

Yhttps://github.com/facebookresearch/XLM
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0 1,000 2,000 5,000 10,000 25,000 50,000
# of Parallel Sentences

en->as (PseudoPar+AuthPar+OBT) en->as (AuthPar+OBT)

en->mz (PseudoPar+AuthPar+OBT) en->mz (AuthPar+OBT)

Figure 1: Relationship between the translation quality
and the number of parallel sentences used for training.

BLEU score of the second best candidate (Pal
et al., 2023). In general, our systems performed
relatively better in translation from English which
suggests that the translation to English may have
been harmed by the bidirectional nature of our
systems. Our en—mni system ranked second af-
ter TRANSSION-MT out of 14 participants. Our
en—mz system ranked fourth out of 11 participants.
The the remaining systems finished on the 5th-7th
places.

5 Discussion

Asides from the shared task submission, we were
interested in the following phenomena which we
measured in our experiments:

e The gap between unsupervised and semi-
supervised translation systems;

» The impact of pseudo-parallel data augmenta-
tion on the final translation quality;

* The development of translation quality in rela-
tion to the number of parallel sentences used
during training.

Outside of the scope of the shared task, we
trained unsupervised MT systems for Mizo and
Assamese. For each of the two language pairs,
we trained two systems, with and without pseudo-
parallel sentences. table 3 shows that the unsuper-
vised systems reach between 3 and 6 BLEU which
is not a sufficient quality for practical use of the
systems. The poor unsupervised results are most
likely the consequence of the domain mismatch be-
tween English and Indic data as well as a mismatch
between the English train set and the test sets. Our
conclusions support the claims of other researchers
(Marchisio et al., 2020; Vuli¢ et al., 2019) that unsu-
pervised MT models often fail in truly low-resource

scenarios where it is not possible to obtain enough
clean and domain-balanced monolingual training
data and the underlying assumption of language
isomorphism is challenged.

Data augmentation with pseudo-parallel sen-
tences has zero or even a negative impact on the
performance of our semi-supervised systems. For
the unsupervised systems, on the other hand, it in-
creases BLEU score by up to 5.3 BLEU points.
We trained several other systems, gradually adding
more parallel sentences, to measure the threshold
where pseudo-parallel sentences stop helping. fig. 1
illustrates the relationship between translation qual-
ity and reveals that when we have more than 10k
parallel-sentences, the unsupervised data augmen-
tation techniques of adding pseudo-parallel sen-
tence pairs is not beneficial anymore.

6 Conclusion

We trained several MT systems for translation be-
tween English and four Indic languages. The most
promising outcomes were achieved by initially pre-
training a multilingual NMT system, followed by
fine-tuning using bilingual parallel data along with
online back-translation. Our systems ranked be-
tween the 2th and 7th place among 10-14 partici-
pating teams, depending on the language pair and
translation direction. Our systems performed rela-
tively better at translation out of English.

Data augmentation with pseudo-parallel data
does not bring any further benefits in the context
of the shared task. Our experiments show that their
positive effect disappears when we have access to
more than 10k authentic parallel sentences.

We compared the results to completely unsuper-
vised systems and we conclude that the domain mis-
match between our English and Indic training data
and the linguistic dissimilarity of the languages do
not allow the unsupervised MT systems to learn to
translate without seeing parallel sentences. Incor-
porating pseudo-parallel sentences into the training
helps, but the translation quality remains low.
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