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Abstract

Automatic image comprehension is an impor-
tant yet challenging task that includes identi-
fying actions in an image and corresponding
action participants. Most current approaches
to this task, now termed Grounded Situation
Recognition (GSR), start by predicting a verb
that describes the action and then predict the
nouns that can participate in the action as argu-
ments to the verb. This problem formulation
limits each image to a single action even though
several actions could be depicted. In contrast,
text-based Semantic Role Labeling (SRL) aims
to label all actions in a sentence, typically re-
sulting in at least two or three predicate argu-
ment structures per sentence. We hypothesize
that expanding GSR to follow the more liberal
SRL text-based approach to action and partici-
pant identification could improve image com-
prehension results. To test this hypothesis and
to preserve generalization capabilities, we use
general-purpose vision and language compo-
nents as a front-end. This paper presents our
results, a substantial 28.6 point jump in per-
formance on the SWiG dataset, which confirm
our hypothesis. We also discuss the benefits of
loosely coupled broad-coverage off-the-shelf
components which generalized well to out of
domain images, and can decrease the need for
manual image semantic role annotation.

1 Introduction

Automatic image comprehension can positively
contribute to many modern applications, such as
description generation, cross-modal retrieval, and
human-robot interaction. To comprehend an image
it is important to identify the action(s) and partic-
ipants in the action such asan agent (who is per-
forming the action), a patient (who is being affected
by the action), and an instrument. To address this
problem (Yatskar et al., 2016b; Pratt et al., 2020)
proposed the task of grounded situation recognition
(GSR). Many approaches (Pratt et al., 2020; Cooray
et al., 2020; Cho et al., 2021) have been proposed
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Figure 1: a. depicts a GT example from SWiG where
the man is the agent of drinking. b., c., and d. show
frames extracted by our method. Bounding boxes depict
grounding and role annotation for each frame.

to perform the task of GSR. Most of these frame-
works have two steps: in the first step verbs are
predicted, and in the second step nouns and roles
are predicted in an auto-regressive manner. Some
other methods deployed include another layer to
refine the quality of detection (Cho et al., 2021;
Wei et al., 2021; Cheng et al., 2022).

One fundamental limitation of these models de-
rives from the problem formulation. In the cur-
rent formulation, verb frames would compete for
an image, limiting the expressiveness of the im-
age’s semantic representation. In reality, various
actions can co-exist in an image, even sharing par-
ticipants. This limitation of one frame per image
is imposed by the predominant dataset of GSR: the
SWiG dataset (Pratt et al., 2020). For example, Fig-
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ure 1a depicts a ground-truth (GT) annotation of
an image from SWiG and has a GT annotation only
with respect to a drinking frame. In fact, there are
other frames, such as holding, wearing.

Semantic role labeling (SRL) of natural text, on
the other hand, is a well researched problem in
the domain of computational linguistics. Semantic
role annotation, based on paradigms such as Prop-
Bank or Framenet (Palmer et al., 2005; Fillmore
et al., 2003), is used to train semantic parsers that
then convey knowledge about who is doing what to
whom, when as predicate-argument structure label-
ing. In other words, given an action in a sentence, it
identifies who is performing the action (the agent),
who is affected by the action (the patient), what
instrument is being used, etc. to comprehend the
meaning of the sentence. Semantic roles of a sen-
tence have the capability representing more than
one predicate-argument structure for that sentence.
Current text-based SRL systems have gained re-
markable accuracy. However, SRL of images has
yet to enjoy similar success.

We hypothesize that expanding GSR to follow
the more liberal text-based SRL approach to action,
participant identification could improve image com-
prehension results. Here, we propose a framework
(CRAPES) with cross-modal annotation projec-
tion (AP) for visual semantic role labeling. AP is
a well-known paradigm in text-based cross-lingual
semantic role labeling (Kozhevnikov and Titov,
2013; Padó and Lapata, 2009; Akbik et al., 2015;
Jindal et al., 2022) that has not been previously
extended to cross-modal applications. Moreover,
to preserve generalization capabilities, we focus on
reusing general-purpose vision and language (V+L)
components and text-based SRL components. This
framework offers the following advantages over
traditional GSR approaches:

• With our updated formulation of GSR, this
framework can be trained to accommodate co-
existing verb frames in an image. It can also be
specialised to one verb frame per image.

• Additionally, image representations can be
learned separately from the SRL task; in do-
ing so, CRAPES can leverage advantages of
large-scale multi-modal image representations.

• Success of text-based SRL systems trained on
large, broad-coverage corpora of frames and
roles, is helpful in widening its ability for de-
tecting out-of-domain frames.

• Moreover the two modules can be trained sepa-

rately, thereby decreasing the need for manual
image semantic role annotation.

• As image representation and SRL are not tightly
coupled, CRAPES can be extended to alterna-
tive semantic role labeling paradigms, such as
FrameNet or PropBank.

2 Related Work

(Yatskar et al., 2016b) proposed the task of situa-
tion recognition (SR) together with an image situa-
tion recognition dataset (imSitu). Based on the ar-
chitecture, methods for SR can be stratified into the
following categories: 1) Conditional random field
(CRF) (Yatskar et al., 2016b), 2) CRF-based model
with data augmentation (CRF+dataAug) (Yatskar
et al., 2016a), 3) RNN model with a VGG back-
bone for vision features (VGG+RNN) (Mallya and
Lazebnik, 2017), 4) graph based models (Li et al.,
2017; Suhail and Sigal, 2019), and 5) query based
models such as CAQ (Cooray et al., 2020).

The idea of grounding nouns in the image was
coined by (Pratt et al., 2020), thereby proposing
the task of GSR and the SWiG dataset. A recurrent
framework with ResNet-50 embedding was used to
detect the verb and then the noun for each role. A
RetinaNet backbone was used for object grounding.
(Cooray et al., 2020; Cho et al., 2021) model visual
SRL as query based vision reasoning. (Cooray
et al., 2020) adopt a top-down attention model (An-
derson et al., 2018) and deploy inter-dependent
queries to model relations among semantic roles.
(Cho et al., 2021) use a transformer encoder to
classify verbs and to create image representations.
Then the image representation was queried with the
concatenation of roles and verbs. However, most
of these aforementioned approaches use two-stage
frameworks where in the first step the verb is pre-
dicted independently and then nouns and roles are
predicted in an autoregressive manner depending
on the verb. However, subsequent work (Cho et al.,
2022; Wei et al., 2021) identified that this emphasis
on the detection of the verb may confuse the pre-
diction. Furthermore, verb miss-classification may
result in miss-recognition of semantic roles.

Therefore, they adopted a three-stage framework.
In the first two stages candidate verbs and nouns
were detected. The third stage mostly refined the
prediction. During the detection of the candidate,
information flows either from verb to noun (Wei
et al., 2021) or from noun to verb (Cho et al., 2022).
This ignores the semantic dependency in the other
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Figure 2: An example of GSR from the SWiG dataset.

direction. Moreover, this refinement can be done in
only one iteration. (Cheng et al., 2022) solved these
issues by designing an iterative method through
message passing between verb and noun prediction
modules. Recently, (Li et al., 2022) addressed the
task of GSR, even though their main goal was to
propose a pre-training schema using event based
cross-modal alignment. All of these methods are
limited to predicting one verb per image. None of
these models acknowledge the existence of multi-
ple actions and therefore multiple verb frames.

3 Approach

To detect semantic roles in images we adopted the
idea of AP, as discussed above, from cross-lingual
semantic role labeling in the text domain. In AP,
auto-predicted semantic roles from source language
is transferred to a target language using soft word
alignments. Alignment is learned using large-scale
parallel corpus. In the case of GSR we consider the
image as our target domain.

3.1 Problem Formulation

Given an image I the task of GSR is to detect
structured verb frame(s) G = {v,Rv} where
v ∈ V is the action (verb) in the image. Rv =
{(rv, nr, brv)|rv ∈ Rv, n

r ∈ N , brv ∈ R4} where
Rv = {r1v , .., rmv } set of semantic role types as-
sociated with the verb v. Therefore, each role is
a triplet of a role type rv, a noun label nr and a
bounding box (bbox), brv that is grounded with re-
spect to the v and the role of the noun nr . For
example in Figure 2 the given image is annotated
with the verb “giving”. The verb has role types
agent, recipient and item. The nouns for these roles
are man, people and rice, respectively.

Issues with current approaches. As discussed
above in section 2, current methods (Pratt et al.,
2020; Cho et al., 2021; Li et al., 2017) modeled

this problem as:

P(G|I) = P(v|I)P(Rv|v, I). (1)

There are two complications with this kind of for-
mulation: first, action prediction without knowl-
edge of participants results in inaccurate verb pre-
diction. Second, errors in verb prediction can ad-
versely affect accuracy of noun and role prediction.
To address this issue, recent methods (Wei et al.,
2021; Cho et al., 2021) adopt a three stage frame-
work. (Wei et al., 2021) formulated the problem
as given in Equation 2:

P(G|I) = P(Vc|I)P(RV c|VC , I)
P(v,Rv|VC ,RV cI).

(2)

In this formulation candidate verbs are detected
first, then candidate nouns. In the final stage these
candidates are used to refine the final result. (Cho
et al., 2021) on the other hand, used candidate
nouns to detect the verb and ultimately refined the
frame predictions (Equation 3):

P(G|I) =
P(NV c|I)P(v|NV c, I)P(v,Rv|NV c, I).

(3)

Both the approaches used nouns to determine the
verb at some point, ignoring the restrictions applied
in the other direction. Moreover, even with these re-
vised formulations, verbs compete with each other
for a given image. On contrast, in a scene image
more than one verb can coexist.

3.2 Methodology
To overcome the limitation imposed by the tradi-
tional formulation, we propose an alternative for-
mulation given as:

P(G|I) =
∑

i

P(Gi|I)

= P(T |I)︸ ︷︷ ︸
V+L

∑

i

P(Gi|T , I)
︸ ︷︷ ︸

SRL

To capture the complete essence of the intertwined
relations of a verb and its roles, we use a V+L
model which creates a text-based holistic represen-
tation T using self-attention. Text-based SRL then
extracts all possible predicate-argument structures.
The soft alignments from the V+L model is used to
project the SRL back to the image (Figure 3). To
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Figure 3: Our overall framework. 1. The V+L model
projects the image into the text domain. The SRL anno-
tator detects the semantic roles and the action. Attention
from the V+L model is used to align semantic roles

preserve generalization capabilities, we used off-
the-shelf general-purpose V+L components and a
text based SRL system. Being trained on data out-
side the SWiG dataset, this framework has more
potential to detect out-of-domain frames.

3.3 Pipeline
Our framework has two modules: 1) V+L model,
and 2) text-based SRL system. (refer to Figure 3)

V+L. We chose Oscar (Li et al., 2020; Zhang
et al., 2021) to this end. Oscar is a transformer
based architecture that learns generic image-text
representations for V+L understanding and genera-
tion tasks. Typically Oscar model would take three
inputs- word tokens, object labels and object fea-
tures. One of the novelties of Oscar lies in the no-
tion of the ‘view’ of the data during pre-training. In
a dictionary view elements from similar semantic
spaces are considered together (words and object
labels). On the other hand, in the modality view
elements from the same modality are considered
together. We trained Oscar with image region fea-
tures I = {(ςi, li)|ςi ∈ Rd li ∈ Σ d = 2056}.
We used (Zhang et al., 2021) to extract 2048 di-
mensional image region features and then con-
catenated with 6 positional features for the region
(normalised coordinates of bounding boxes, height,
width). Σ denotes the vocabulary for the language
model. For the purpose of CRAPES, two separate
models of Oscar are trained on the Flickr30k and
the SWiG datasets, see Table 1. During inference
the captions generated by Oscar are passed to the
SRL module.

SRL. We experimented with two text based
FrameNet SRL systems. For a given sentence T
consisting of tokens < t1, t2, .., tk > a typical SRL
system produces collections of verbs and their roles.
Briefly Tsrl = {(v,RT

v )} where RT
v is set of se-

mantic roles given the verb v. It is a collection of

tuples of the form {(riv, (siv, eiv))} where riv ∈ Rv

is the semantic role and (siv, e
i
v) marks the start and

end indices of the phrase spanned by the role. For
our experimentation we used an off the shelf anno-
tator span-finder (Xia et al., 2021) for FrameNet
annotation. We trained a second SRL consisting
of BERT-base model with CRF at the top layer, on
SWiG frames (see Table 1).

Cross-modal Annotation Projection. Our SRL
system detects the semantic roles and the nouns
from the text given by the V+L model. For ground-
ing the roles to image bboxes we used attention
weights from the V+L model. For each role span,
corresponding cross-modal attention is retrieved
from the V+L model. Attention is aggregated over
all the tokens in the span:

role(bboxj) = rtv, where

j = argmax(αi) and αi =
∑

l,h

αl,h(i, s
t
v, e

t
v),

where l and h are spans over number of attention
layers and head accordingly.

4 Experiments

4.1 Experimental Set up
Data Preparation. We experimented with
SWiG (Pratt et al., 2020). SwiG provides
FrameNet semantic role labeling of images. The
SwiG dataset provides grounding for all visible
semantic roles in terms of image bboxes. SWiG
contains 126102 images with 504 verbs and 190
semantic role types, and each verb is accompanied
by 1 to 6 semantic roles. The official splits are
75K/25K/25K images for training, dev, and test
set, respectively. Unlike Flickr30k, this dataset
does not have any textual image descriptions.

Data augmentation. Figure 4 presents an
overview of data flow during training. To train
CRAPES with SWiG, we created templates for
each verb frame using roles. For each image,
the corresponding verb frame and template are re-
trieved. Roles in the template were replaced with
the corresponding noun values from the annotation
of the image to generate the sentence. This sen-
tence along with the image is used to train the V+L
model, and the sentence with the roles is used to
train the BERT+CRF SRL model.

Evaluation Metric. We used the following met-
ric (Pratt et al., 2020) to report our results. 1)
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agent: man
Place: skii-slope

"verb": skiing

 "template": "[agent] is skiing [at place]"

[man]_agent is skiing at [skii-
slope]_place

sentence

SRL-tag

V+L training

BERT+CRF based
SRL training

man is skiing at skii-slope

Figure 4: Training pipeline of CRAPES for the SWiG dataset. SWiG images are not accompanied by sentences.
Using the ground truth (GT) frames, template sentences are created. The image and sentence pair is used to train the
V+L model. Sentence and frames are used to train the BERT+CRF srl model

Model Description Annotation

CRAPES1 Oscar with flickr, LOME
framenet

FN

CRAPES2 Oscar with SWiG, BERT+CRF
on SWiG

FN

Table 1: Different versions of CRAPES based on train-
ing data of V+L and different SRL models. In last
column FN stands for Framenet.

verb: the accuracy of verb prediction; 2) value:
accuracy of noun prediction for individual roles; 3)
value-all: accuracy of the prediction of nouns for
the whole role set; 4) grounded-value (grnd):
accuracy of noun prediction with correct ground-
ing (bboxes) for individual semantic roles; 5)
grounded-value-all (grnd-all): accuracy of
noun prediction with correct grounding (bboxes)
for the whole role set.

Implementation Details. We used the pre-
trained Oscar base model (H = 768) fine-tuned
for caption generation. This model was trained on
the MSCOCO dataset (Lin et al., 2014). We trained
two separate versions of Oscar with the Flickr30k
train (Young et al., 2014) and SWiG dev datasets
with an AdamW Optimizer (Loshchilov and Hutter,
2019) for 20 epochs with learning rate 3 × 10−5.
We trained the text-based BERT+CRF SRL system
on the template generated sentences of the train
split of the SWiG dataset.

4.2 Quantitative Results

A quantitative comparison with recent approaches
on the SWiG benchmark based on both SR and
GSR is presented in Table 2, using the catego-
rization from section 2. We report our results on
SWiG with the top-1 set up. CRAPES leads in
the value, value-all, and grnd metrics.

CRAPES has a dramatic absolute gain of 28.6
points and relative gain of 76% in value with re-
spect to GSRFormer, the previous SOTA. Simi-
larly, in val-all and grnd it has a relative gain
of 31% and 15% accordingly. Oscar pretraining
tasks (Li et al., 2020) have a major role in these im-
provements. As discussed in subsection 3.3 Oscar
pretraining tasks were designed around two major
views on how to use object labels. The first view
considered object labels as members of text modal-
ity where as the second one considered them as
part of the image modality. This form of training
enables OSCAR to include object labels in the gen-
erated description. These object-labels contribute
toward the noun prediction task in GSR. Moreover,
OSCAR fine-tuned with template generated sen-
tences is able to replicate similar structures during
inference. Similarly, our BERT+CRF based SRL
parser, trained on a similar domain of sentences, is
able to annotate them with semantic roles. So Ta-
ble 2 firmly supports our hypotheses about the ben-
efits of reusing general-purpose V+L components.
However, there are still certain image-verb frame
combinations that confuse our system. We discuss
this in our qualitative analysis.

4.3 Discussion

Table 1 lists different versions of CRAPES. Table 3
presents performance of CRAPES on FrameNet
annotation. From Table 3 apparently the perfor-
mance of CRAPES1 is poor. However, this ver-
sion of CRAPES actually gave atomic frames and
parallel frames for a given image. Because of Os-
car being trained on human generated sentences
and the LOME parser being trained on text cor-
pora for FrameNet, CRAPES1 is able to predict
out-of-domain verbs and frames. The current met-
rics can not reflect this capability adequately. Fig-
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Figure 5: Examples of predictions made by CRAPES. The first column lists the GT image and frame from the
SWiG test set. The second column lists the prediction from CRAPES2 (V+L and SRL parser trained on SWiG).
Last two columns depicts parallel frames detected by CRAPES1 (V+L trained on Flickr30k and LOME parser)

Model value val-all verb grnd grnd-all

situation recognition

CRF (Yatskar et al., 2016b) 24.6 14.2 32.3 − −
CRF+dataAug (Yatskar et al., 2016a) 26.45 15.51 34.12 − −
VGG+RNN (Mallya and Lazebnik, 2017) 27.45 16.36 35.90 − −
FC-Graph (Li et al., 2017) 27.52 19.25 36.72 − −
CAQ (Cooray et al., 2020) 30.23 18.47 38.19 − −
Kernel-Graph (Suhail and Sigal, 2019) 35.41 19.38 43.27 − −

grounded situation recognition

ISL (Pratt et al., 2020) 30.09 18.62 39.36 22.73 7.72
JSL (Pratt et al., 2020) 31.44 18.87 39.94 24.86 9.66
GSRTR (Cho et al., 2021) 32.52 19.63 41.06 26.04 10.44
SituFormer (Wei et al., 2021) 35.24 21.86 44.20 29.22 13.41
CoFormer (Cho et al., 2022) 35.98 22.22 44.66 29.05 12.21
CLIP Event (Li et al., 2022) 33.1 20.1 45.6 26.1 10.6
GSRFormer (Cheng et al., 2022) 37.48 23.32 46.53 31.53 14.23

CRAPES2 66.08 30.64 41.86 36.73 6.47

Table 2: Performance (%) of state-of-the-art GSR methods on the SWiG dataset test set based on top-1 verb.

Model value val-all verb grnd grnd-all

CRAPES1 18.12 0.357 5.72 14.33 0.63
CRAPES2 65.98 30.53 41.86 35.13 5.78
+union of BBoxes 65.98 30.53 41.86 35.13 6.1
attention from lower4 layer 66.08 30.64 41.86 36.31 6.47

Table 3: Performance (%) of SWiG test set with different combinations of V+L and Framenet parsers

Model grnd grnd-all

attention from top 3 layer 35.13 5.78
+ include union of boxes 35.87 6.10
attention from 5− 8 layer 36.31 6.26
attention from all layer 36.35 6.31
attention from layer 1− 4 36.73 6.47

Table 4: Affect of attention layers on bbox grounding
reported on SWiG test set

ure 5 demonstrates examples of the frames pre-
dicted by CRAPES. Frames like wearing and
cause-to-amalgamate (first row of Figure 5), will
be considered as misclassifications by the current
metrics with respect to GT.

However, CRAPES lags in terms of grounded-
value-all. Note that this metric required that all
bboxes be annotated correctly with nouns from
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GT
verb

Competing verbs in CRAPES2

retraining arresting, detaining, subduing, handcuffing
hunting pouncing, shooting, chasing, attacking
teaching lecturing, educating, helping, preaching
cooking frying, baking, chopping, stirring, scooping
filming videotaping, photographing, recording, car-

rying
raking hoeing, shoveling, clearing, sweeping
tying lacing, stitching, adjusting, stapling
watering sprinkling, moistening, gardening, spray-

ing, wetting

(a) Examples of verb confusions by CRAPES2

GT
verb

Co-existing verbs in CRAPES1

cooking wearing, cause-to-amalgamate, cutting,
standing

baking wearing, cause-to-amalgamate, cutting,
measure_volume

teaching wearing, standing, sitting, reading, writing,
speaking

lecturing wearing, standing, sitting, reading, talking
arresting walking, arresting, striking,

law_enforcement_agency, hos-
tile_encounter

detaining walking, arresting, striking,
law_enforcement_agency, attacking

(b) Examples of verb co-existence detection by CRAPES1

Table 5: Comparison between frame competitions and frame co-existance

the GT annotation. Therefore missing one bbox
annotation can affect the metric for an image sig-
nificantly. One possible reason for the poor perfor-
mance could be the distribution shift between the
V + L model and the SRL model. Another source
of error is a limitation of the interpretability of the
attention weights. To align bounding boxes with
SRL we used attention between bboxes and words
from Oscar attention layers. In our experiment we
noticed that the 5th head from layers 5 and 6 mostly
attended to bboxes. However, to our surprise, it did
not provide much improvement. Attention from
the lower 4 layers gave us the best result, meriting
further investigation. Table 4 shows experimental
results of using alignment from different attention
layers.

4.4 Qualitative Results

One of the main advantages of CRAPES is that
it can predict out-of-domain frames that are oth-
erwise not present in the SWiG dataset. Figure 1
depicts one such example from SWiG where the GT
annotation contains only the frame for ‘drinking’.
CRAPES1 detects the action ‘drinking’ along
with two other frames ‘holding’ and ‘wearing’.
These frames are not only missing in the GT image,
they were not listed in the vocabulary of the SWiG
dataset. The LOME FrameNet parser, trained on
the FrameNet v1.7 corpus, a huge text base corpus
for SRL, enables CRAPES1 to detect those frames.
Moreover, CRAPES can accommodate coexisting
verb frames. This is because Oscar, being trained
on Flickr30k sentences, learned to create holistic
representations of the image. Similar examples can
be found in the last two columns of Figure 5 where
CRAPES1 provides parallel frames, not present

in the GT annotation. This shows the efficacy of
our reformulation of the GSR and the advantage of
reusing general-purpose SRL systems.

For the sake of bench-marking we trained
CRAPES2 with template generated sentences from
the SWiG dataset. Predictions made by CRAPES2

contained one frame per image as desired by the
SWiG dataset. This demonstrates the flexibility
of the overall framework. The second column
of Figure 5 depicts some example predictions by
CRAPES2.

CRAPES does commit mistakes which can be
categorized mainly into three types: 1) the pre-
dicted verb is different than GT. Figures6a,b de-
pict two examples from the SWiG dataset where
CRAPES detected a different frame. These are
indeed very plausible mistakes. Table 5a shows
examples of some GT verbs along with a list
of verbs that CRAPES2 confused with the GT
verb. This fact is supported by CRAPES1 as
well. Table 5b lists examples of parallel verb
frames detected by CRAPES1 for GT images
with a given verb. For example cooking is of-
ten confused with baking(Table 5a). From Ta-
ble 5b it can be observed that both of these
verbs have similar co-existing frames like cutting,
cause-to-amalgamate. Similar phenomena can
be noticed for arresting and detaining; 2) predicted
noun for a role is different than GT. In the first im-
age of column CRAPES2 from Figure 5,the noun
for role item is predicted as batter. 3) grounded
bbox for a noun is different than GT. In Figure 6c
the action jogging is attributed to a different bbox
in the image. Mistakes made by CRAPES are
reasonable, relevant and plausible. For these exam-
ples, predictions are different than the GT but still
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Figure 6: Reasonable mistakes made by CRAPES. For each image left column shows GT annotations and right
column depicts mistakes made by CRAPES2. For a,b,c prediction of CRAPES2 can not be classified as wrong.
For d CRAPES2 struggled to detect correct bbox.

Arg1

Arg1

Arg0 Arg0

wearing 
Arg0: man  Arg1: white helmet 
   

riding 
Arg0: man  Arg1: bike ArgM-DIR:
down a rocky path     

Figure 7: Parallel frames detected by CRAPES in
Flickr30k images using PropBank style role labeling.

relevant to the given image. However, sometimes
CRAPES struggles to ground the roles (Figure 6d).

5 Future work

Current GSR models cannot go beyond the SWiG
dataset. Moreover predicted semantic roles are re-
stricted to follow a particular paradigm of SRL.
On the contrary, having independent V+L enables
CRAPES to work on other image datasets. In addi-
tion, having a separate SRL module enables exten-
sion to other SRL paradigms. We performed pre-
liminary experiments on the Flickr30k dataset with
PropBank (Palmer et al., 2005) annotation. Fig-
ure 7 depicts one such example. We would like to
extend our experiments to the version of Flickr30k
used in (Bhattacharyya et al., 2022). However, our
preliminary experiments suggest that experiments
with Flickr30k are more challenging for several
reasons.

• Flickr30k does not provide semantic roles for
images. Therefore, we need to follow a simi-
lar approach to (Bhattacharyya et al., 2022) in
creating silver standard data.

• The silver standard data will have multiple
frames for an image. Current metrics of GSR
presuppose one GT frame per image.

• Flickr30k images are general scene images with
many agents,objects and actions, whereas im-
ages in SWiG focus mostly on one salient action
and a small number of participants.

• As pointed out by (Bhattacharyya et al., 2022),
PropBank annotation of Flickr30k has abstract
conceptual roles such as temporal, direction,
manner, purpose, etc. denoted with ArgM-. It is
hard to learn concrete representations for these
roles, let alone ground them in an image.

Our formulation of CRAPES can accommodate
PropBank SRL experiments on Flickr30k. How-
ever, a more rigorous study with human evaluation
is required to correctly measure the potential of
CRAPES. Therefore, this a critical future direction
for us. It requires a new dataset with images an-
notated with more than one frame. One choice is
to extend the SWiG dataset to accommodate more
than one frame per image. Another choice is to
enhance the current Flickr30k annotation. Ideally
we would do both. However, the current proposed
evaluation metrics for GSR are incompatible wih a
multi-frame scenario. More robust and appropriate
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evaluation metrics also need to be developed.

6 Conclusion

In this paper we identified a fundamental issue in
the problem formulation of the GSR task. The cur-
rent formulation limits an image to a single verb
frame. We propose an alternate formulation allow-
ing for multiple actions as implemented in Cross-
modal Annotation Projection for Visual Semantic
Role Labeling (CRAPES). A V+L model trained
on image-text parallel corpora and an SRL mod-
ule trained independently on text corpora allow
the model to integrate domain-specific knowledge
with out-of-domain knowledge, which dramatically
improves over the SOTA by 28.6 points. In addi-
tion, CRAPES can accommodate co-existing verb
frames for an image (CRAPES1) yet can also be
trained to select only one verb frame for a given
image (CRAPES2). Moreover, inter module inde-
pendence allows CRAPES to extend its labeling to
alternative paradigms of SRL (such as FrameNet
or PropBank). However one major area for im-
provement is grnd-all, that requires better se-
mantic comprehension and guidance of attention
weights produced by the V+L module. Therefore,
improving on grnd-all along with Flickr30k and
PropBank will be our next endeavour. We will
also explore extending datasets to have multiple
ground truth frames per image and more appropri-
ate evaluation metrics for reporting results on those
datasets.
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