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Abstract

This paper describes our system submitted to
SemEval-2023 Task 5: Clickbait Spoiling. We
work on spoiler generation of the subtask 2 and
develop a system which comprises two parts:
1) simple seq2seq spoiler generation and 2)
post-hoc model ensembling. Using this simple
method, we address the challenge of generating
multipart spoiler. In the test set, our submitted
system1 outperformed the baseline by a large
margin (approximately 10 points above on the
BLEU score) for mixed types of spoilers. We
also found that our system successfully handled
the challenge of the multipart spoiler, confirm-
ing the effectiveness of our approach.

1 Introduction

Clickbait is a type of text on social media that is
specifically designed to exploit users’ curiosity and
lure them into clicking on a linked webpage. Due to
the deceptive and misleading nature of the content
often presented, clickbait is generally considered
harmful (Hagen et al., 2022). Thus addressing the
clickbait issue is a crucial concern for social media
users.

Subtask 2 of SemEval-2023 Task 5 aims to gener-
ate spoilers of clickbait based on posted text and the
linked webpage (Fröbe et al., 2023a). Hagen et al.
(2022) proposed a method for generating spoilers
via encoder-based question answering approach.
However, their method has limitations in handling
a specific type of spoiler where the answer is spread
across several sections of the target article.

To tackle this problem, we develop a simple
yet effective sequence-to-sequence (seq2seq) ap-
proach for the subtask 2: spoiler generation. In our
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1The docker image of our final submission on TIRA(Fröbe

et al., 2023b) is registry.webis.de/code-research/
tira/tira-user-john-king/finalsub:0.0.4 and the
implementation is available at https://github.com/
cl-tohoku/semeval2023-task5-seq2seq-ensemble.

Figure 1: Overview of SemEval-2023 Task 5: Click-
bait Spoiling. The task is to extract one or more
spoilers for postText from content (targetTitle and
targetParagraphs). The text highlighted with yellow
in the content is the spoiler to be extracted.

approach, the target spoiler is directly generated
from the seq2seq model, rather than predicting its
spans in the context. This enables us to handle the
challenge of multipart spoiler with ease without
implementing more complex approaches such as
multiple-span extraction (Segal et al., 2020). Exper-
imental results demonstrate that our approach suc-
cessfully addresses the multipart spoilers, leading
to an overall score improvement without degrading
the scores of single-part spoilers. Furthermore, we
incorporate a post-hoc ensemble of models with
multiple seeds in our system, leading to enhanced
performance over a single model.

In analysis, we show that our system generates
spoilers extractively rather than abstractively, even
though we adapt the seq2seq generation approach.
We also examine the errors made by our system and
discuss the characteristics and potential difficulty
of this task.

1756

registry.webis.de/code-research/tira/tira-user-john-king/finalsub:0.0.4
registry.webis.de/code-research/tira/tira-user-john-king/finalsub:0.0.4
https://github.com/cl-tohoku/semeval2023-task5-seq2seq-ensemble
https://github.com/cl-tohoku/semeval2023-task5-seq2seq-ensemble


2 Task Description

The SemEval-2023 Task 5 organizers offer the We-
bis Clickbait Spoiling Corpus 2022 dataset (Ha-
gen et al., 2022). This dataset collects clickbait
posts on social media (Facebook, Reddit, and Twit-
ter), linked web pages in the posts, and various
related information. The following information in
the dataset is employed in this task (2023):

• postText: The clickbait posted on social me-
dia that entices a click.

• targetTitle: The title of the linked article
on postText.

• targetParagraphs: The main content of the
linked article on postText.

• spoiler: The human-extracted click-
bait spoiler for postText either from
targetTitle or targetParagraphs.

The task is to extract spoiler from
targetTitle and targetParagraphs that
spoils the clickbait post of postText (Figure 1).
spoiler to be extracted are classified into the
following three categories based on their structures
(2023):

• phrase: Spoiler of single word or phrase.

• passage: Spoiler composed from continuous
sentences.

• multi: Spoiler comprised of multiple discon-
tinuous words or sentences.

The provided training data consist of 3200 sam-
ples. The counts for each type in the training
data are 1367 (around 43%) for phrase, 1274
(around 40%) for passage, and 559 (around 17%)
for multi. The agreement between the model’s pre-
dictions and the ground truths is evaluated based
on the following three metrics: BLEU-4 (Papineni
et al., 2002), BERTScore (Zhang* et al., 2020),
and METEOR 1.5 (Denkowski and Lavie, 2014),
an extended version of METEOR (Banerjee and
Lavie, 2005).

3 Related Work

Hagen et al. (2022) employ an encoder-based ques-
tion answering model for clickbait spoiling. They
treat the target article as context and posted click-
bait as question. Then the encoder-based question

answering model predicts the spans of the target
spoiler in the context. However, their method only
assumes one correct span; thus, it cannot handle the
challenge of generating multipart spoilers where
answers have multiple spans. Several studies in the
field of question answering have tackled the issue
of answering multi-span questions. For instance,
Segal et al. (2020) have formulated the question
answering task as a token classification problem,
where each token is classified as either an answer or
not. However, implementing these multiple-span
extraction methods can be complex. In this work,
we propose a simple seq2seq generation approach
to address the challenge of multipart spoiler gener-
ations, avoiding complex implementations.

4 System Overview

This section presents an overview of the proposed
system. Our system generates spoilers in two
steps; first, multiseed seq2seq models generate
spoilers, and then the generated outputs are post-
processively ensembled using a similarity-based
ensemble approach.

4.1 Seq2seq Spoiler Generation

Seq2seq models take an input sequence and gen-
erate an output sequence directly. We use this
seq2seq generation method for spoiler genera-
tion in a question answering manner. Given
input sequence, which is concatenations of
postText, targetTitle and targetParagraphs,
the seq2seq model is expected to generate a se-
quence of target spoiler directly.

Input format. The input is provided in the
form of "question : [postText] context :
[targetTitle] - [targetParagraphs]". Since we
use seq2seq models that have been partially trained
with question answering during pre-training, incor-
porating question and context prefixes could help
generate spoilers by using their inherent question
answering abilities.

Output format. The model generates the se-
quence for the target spoilers directly. As for mul-
tipart spoiler, the model generates a concatenated
sequence of several spans with white space since
they have several answer spans.

With this simple seq2seq approach, we can ad-
dress phrase, passage and multi spoilers simulta-
neously without implementing more complex meth-
ods (e.g., multiple-span extraction).
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Input : “question : How to dramatically 
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Figure 2: Overview of our post-poc model ensembling
following Kobayashi (2018). First, each model gener-
ates its output. Then, the ensemble algorithm computes
the edit distance for all combinations among the outputs
of each model. Finally, the output with the smallest total
edit distance to the other outputs is chosen as the system
output.

4.2 Post-Hoc Model Ensembling
Some examples that cannot be successfully gener-
ated by a single model may be effectively generated
by models trained with different seeds. Kobayashi
(2018) has demonstrated that a simple post-hoc
model ensembling approach inspired by major-
ity voting in classification tasks also works effec-
tively in generation tasks. We incorporate this post-
hoc ensembling method in our system to select
a majority-like spoiler prediction among outputs
from different seed models (Figure 2). Algorithm
1 outlines the adapted ensembling approach. First,
the algorithm takes predicted spoilers from various
seed models as inputs, calculates the edit distances
of each predicted spoiler, and sums the computed
distances over each model. The final output is cho-
sen by the spoiler with the smallest summed edit
distances. Kobayashi (2018) employ cosine as a
similarity function, however, we use edit distance
in our system for simplicity.

5 Experiment

5.1 Base Model Selection
To choose a seq2seq model for our system, we
trained various seq2seq models on the given train-
ing data and evaluated their performance.

Algorithm 1 Post-hoc ensemble algorithm

Input: Set X of predicted spoilers from different
seed models, function EditDist which calculates
edit distance

Output: Selected spoiler y
distances← {}
for x ∈ X do

distSum←∑
x′∈X,x̸=x′ EditDist(x, x′)

distances[x]← distSum
end for
y ← argmin(distances)
return y

Table 1: Score comparison of different model types and
sizes. All models are evaluated on the validation data.
phrase, passage, and multi represent the scores when
the predictions are evaluated only on each spoiler. all
represents the score when all spoiler types are evaluated
together. All values of the evaluation metrics are multi-
plied by 100.

BLEU-4 BERTScore METEOR
t5-base
- all 38.68 91.35 39.90
t5-large
- all 43.87 92.34 48.72
flan-t5-base
- all 39.53 91.45 36.85
flan-t5-large
- all 47.09 92.77 51.24
- phrase 62.91 94.85 41.19
- passage 33.75 90.98 45.77
- multi 40.07 91.93 62.50
DeBERTa
- all 38.20 91.47 40.37
- phrase 65.52 95.46 53.54
- passage 22.54 89.11 42.27
- multi 9.45 87.44 29.24

Settings. We used two pre-trained seq2seq mod-
els, T5 (Raffel et al., 2020) and Flan-T5 (Chung
et al., 2022) both for base and large size. We
selected these pre-trained models to leverage the
knowledge and capabilities acquired during their
multitask pre-training, including question answer-
ing. We fine-tuned these seq2seq models with the
given training dataset. As a baseline, we used a
large size of DeBERTa (He et al., 2021) fine-tuned
for the question answering task, provided by the
task organizers2. This model was first fine-tuned
on SQuAD (Rajpurkar et al., 2018) and then further
trained on the clickbait dataset. Training details for
the seq2seq models are showed in Appendix A.

2https://github.com/pan-webis-de/
pan-code/tree/master/semeval23/baselines/
transformer-baseline-task-2
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Table 2: Ensemble effectiveness on the test data.
phrase, passage, and multi, and all represent same
as in Table1. All values of the evaluation metrics were
multiplied by 100. We selected the Ensemble setting
for the final submission.

BLEU-4 BERTScore METEOR
Single
- all 47.86 92.94 48.35
- phrase 65.59 95.22 39.51
- passage 30.89 90.64 41.79
- multi 44.08 92.70 63.95
Ensemble
- all 48.25 93.05 49.71
- phrase 65.91 95.30 40.30
- passage 31.56 90.80 43.44
- multi 43.96 92.79 64.83

Results. Table 1 presents the performance of
each model on the validation data. For all setting,
the large-size seq2seq models consistently outper-
formed their base-size counterparts. Furthermore,
when comparing models of the same size, Flan-
T5 consistently outperformed T5. Based on these
findings, we selected the large-size of Flan-T5 as
the base model for subsequent experiments. Com-
paring large-size of Flan-T5 and DeBERTa, Flan-
T5 outperformed DeBERTa on all and passage,
but underperformed on phrase. As for multi, the
Flan-T5 model showed competitive performance
on all metrics, confirming that our approach suc-
cessfully handled the multipart spoiler.

5.2 Post-Hoc Model Ensembling
In this experiment, we investigated the impact of
the post-hoc model ensembling introduced in Sec-
tion 4.2.

Settings. We prepared five Flan-T5 large models
trained with different seeds. Then, we applied post-
hoc ensembling to the outputs from each model.
Training details, including hyperparameters, are
provided in Appendix A. We compared the follow-
ing two settings:

• Single: The average scores of five Flan-T5
large models trained with various seeds.

• Ensemble: The scores of the post-hoc ensem-
bling of five Flan-T5 large models trained with
different seeds.

Results. Table 2 presents the performance of the
Single and Ensemble on the test data. The find-
ings demonstrated that the ensemble method out-
performed the single model, confirming the effec-

Table 3: Effectiveness of spoiler type information on
test data. Single is the average performance of five
flan-t5-large models of different seeds. Ensemble is the
performance when the post-hoc ensemble is adapted to
the outputs of the five models. Single and Ensemble
do not use spoiler type information. Oracle first deter-
mines the type of spoiler with an oracle classifier, then
uses a model trained only on the data of each type. All
values of the evaluation metrics are multiplied by 100.

BLEU-4 BERTScore METEOR
Single 47.86 92.94 48.35
Ensemble 48.25 93.05 49.71
Oracle 52.14 93.73 54.64

tiveness of the ensemble. We submitted this en-
semble of five Flan-T5 large models as our final
system since we confirmed its effectiveness on the
validation data.

6 Analysis

In this section, we examine our submitted system
with the model ensembling.

6.1 Extractiveness of Seq2seq Model

Our system relies on the seq2seq models to gener-
ate spoilers. Therefore, our approach is not neces-
sarily extractive. However, a natural question arises
whether this seq2seq model is generating spoilers
in an extractive or abstractive manner since our
submitted system produces competitive results. We
analyzed the proportion of the model’s outputs for
phrase and passage included in targetTitle or
targetParagraphs3. As a result, we discovered
that 741 of 826 spoilers were extractively generated
from targetTitle or targetParagraphs. This
result demonstrates that the model generates spoil-
ers extractively rather than abstractively, indicating
that seq2seq models can learn to identify spoilers
from given contexts.

6.2 Potential Usage of Spoiler Type Classifier

Hagen et al. (2022) have demonstrated that com-
bining a high-performing spoiler type classifier can
enhance the spoiler generation performance. To
examine this hypothesis also holds for our system,
we evaluated the model performance with and with-
out the spoiler type information. First, we trained

3Since the output of the model for multi is generated as a
single sentence consisting of multiple spoilers, it is difficult
to verify whether each spoiler exists as it is in targetTitle
or targetParagraphs. For this reason, we excluded multi
from the analysis.
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Table 4: Examples of inconsistencies between the model predictions and the gold spoilers in the test data. Type (1)
is an example where the gold spoiler includes the model’s generation. Type (2) is an example where the generation
of the model includes the gold spoiler. Type (3) is an example where the model generates text, which is completely
different from the gold spoiler. All three predicted sentences are extractively generated from targetTitle or
targetParagraphs.

Type PostText Gold Spoiler Prediction

(1)
If You Get Dizzy When
You Stand Up, Use
this Fighter Pilot Secret

clench the muscles
in your lower body
to push blood back
into your upper body

clench the muscles
in your lower body

(2)
The surprising way
Neanderthals got herpes

When modern humans met
Neanderthals in Europe

When modern humans met
Neanderthals in Europe,
we may have given groups
of Neanderthals several
harmful pathogens.

(3)
Why are Apple’s
iPhone icons shaped
as rounded squares?

Steve Jobs had been
a big fan of shapes
with subtle rounded corners

there’s something more
soothing and welcoming
about rounded corners
relative to sharp corners

and evaluated three Flan-T5 large models with data
of identical spoiler type each. This setting cor-
responds to the situation where we had a perfect
spoiler type classifier and fully used the type infor-
mation for the spoiler generation. We compared
the above setting with our submitted system, which
ignores the spoiler type information. Table 3 illus-
trates the model performances of the two settings
on the test data. We discovered that the setting with
the oracle classifier (Oracle) outperformed the set-
ting without type information (Single, Ensemble)
in all evaluation metrics. This indicates that even
in the seq2seq method, spoiler type information
can boost the performance of spoiler generation.
In addition to combining high-performing spoiler
type classifiers, incorporating multi-task learning,
where the model learns spoiler classification and
generation at the same time, would be future work.

7 Discussion

Table 2 illustrates that the performance of the
passage is low compared to the other two types of
spoilers. We examined the inclusion relationship
between the model’s predictions and the gold spoil-
ers on the passage to analyze how the model gener-
ates passage spoilers. We classified the errors into
three categories: (1) the generated text includes a
gold spoiler, (2) gold spoiler includes the generated
text, (3) cases except (1) and (2). We had 67 cases
for (1), 84 cases for (2), and 204 cases for (3) out of

355 error cases in the test set for passage. Table 4
shows the generation examples of the three types of
passage spoiler errors. For (1), (2), and (3) exem-
plified in Table 4, although all of them cannot fully
capture the answer span, none of these examples
can be considered completely wrong, considering
the meaning of postText and predicted spoilers.
This demonstrates that it is challenging to uniquely
determine the answer spoiler because of the char-
acteristics of the task and the dataset. It is also
assumed that annotations of these spoilers can vary
even among the annotators. Therefore, it is impor-
tant to consider the upper limit of the solvability of
this task by measuring the inter-annotators agree-
ment. Understanding where the current spoiler
generation system has reached against the upper
limit of the task and estimating the potential growth
from the gap would be a big step forward for this
task.

8 Conclusion

We presented our system submitted to the subtask 2
of SemEval-2023 Task 5: Clickbait Spoiling. Our
system comprised two parts: 1) simple seq2seq
spoiler generation and 2) post-hoc model ensem-
bling. Experimental findings demonstrated that our
system effectively addressed the multispan spoiler
issue through seq2seq generation. Additionally, our
system tended to generate sentences by identify-
ing the appropriate position in the document, even
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though it was not specifically trained to extract text.
The analysis suggests that integrating reliable type
classifiers can further improve the performance of
our system. This will be future work.
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A Training details

We implemented our experiment by Hugging
Face (Wolf et al., 2020). During training, we used
linear learning rate scheduler, with a maximum
learning rate of 0.0001. We set max-update to 1000
and 2000 updates for base and large size, respec-
tively, and selected checkpoints of 1000 and 1800
updates for each size. For the experiment in Sec-
tion 5.1, we fixed the model seeds to 42. We used
the model seeds of 43,45,46,47 and 48 for the ex-
periment in Section 5.2.
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