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Abstract

Multimodal large models have been recognized
for their advantages in various performance
and downstream tasks. The development of
these models is crucial towards achieving gen-
eral artificial intelligence in the future. In this
paper, we propose a novel universal language
representation learning method called UniB-
riVL, which is based on Bridging-Vision-and-
Language (BriVL). Universal BriVL embeds
audio, image, and text into a shared space, en-
abling the realization of various multimodal
applications. Our approach addresses major
challenges in robust language (both text and
audio) representation learning and effectively
captures the correlation between audio and im-
age. Additionally, we demonstrate the qualita-
tive evaluation of the generated images from
UniBriVL, which serves to highlight the po-
tential of our approach in creating images from
audio. Overall, our experimental results demon-
strate the efficacy of UniBriVL in downstream
tasks and its ability to choose appropriate im-
ages from audio. The proposed approach has
the potential for various applications such as
speech recognition, music signal processing,
and captioning systems.

1 Introduction

Sound and vision affect people’s core cognition
in many areas, such as feeling, information pro-
cessing and communication. Sound and vision are
closely related. However, most of the existing meth-
ods only have a single cognitive ability, and some
only study text-vision, text-voice, etc. Recent stud-
ies have shown that leveraging large-scale Internet
data for self-supervised pre-training of models of-
fers better results than relying on high-quality or
manually labeled data sets (Pan et al., 2022), such
as the recently popular chatGPT. Moreover, mul-
tiple studies demonstrate the effectiveness of mul-
timodal models over single or bimodal models in
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Fig. 1: Our UniBriVL architecture and training flow, we
train in conjunction with a SpeechLM encoder, enabling
a unified text and audio entry.

several fields and tasks (Chen et al., 2022a), such
as Microsoft’s latest BEiT3 (Wang et al., 2022),
Meta’s ImageBind (Girdhar et al., 2023), etc.
Data volume is the basic element for training
large-scale language models. Since BERT of De-
vlin et al. (2018) (perhaps even earlier (Ma and
Zhang, 2015)), the pre-training model of NLP
has been benefiting from large-scale corpora. Ac-
cording to the theory of Kaplan et al. (2020), the
language model gradually reflects a scaling law
(the rule that the model capacity increases with
the model volume). Manual annotation of large
amounts of data in supervised learning is very ex-
pensive, so self-supervised learning is valued for
large model training. In order to expand the bound-
ary of the research field and break the limitation of
the lack of relevant resources (Hsu et al., 2021), we
explore a new multimodal self-monitoring model
based on the latest excellent work: Bridging-
Vision-and-Language (Fei et al., 2022). It’s a
new effort similar to OpenAl CLIP (Radford et al.,
2021) and Google ALIGN (Jia et al., 2021). Like
CLIP, BriVL can rearrange images based on how
well they match text images to find the best match.
BriVL! model has excellent effect on image and
text retrieval tasks, surpassing other common mul-
timodal pre-training models in the same period.
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In this work, we propose UniBriVL, an audio-
visual correspondence model that extracts training
from the BriVL model. As shown in Figure 1, the
principle of UniBriVL is to freeze the BriVL vi-
sual model, run video on the visual stream of the
model, and train a new model to predict BriVL em-
bedding independently from the audio stream. The
entry point for our selection of the new language
modality is Microsoft’s latest developed model,
SpeechLM (Zhang et al., 2023), which is a fu-
sion model of text and audio. It is capable of
outputting text and audio as the same represen-
tation. This allows us to input text, audio, or both
when using the model. Consequently, this signif-
icantly enhances the adaptability of the model to
various tasks, such as audio-text retrieval, image
retrieval, audio recognition, image captioning, and
even theoretically enables better perception of real-
life scenarios through simultaneous processing of
live speech and text. We conducted a comprehen-
sive evaluation of our model in the aforementioned
tasks. The experimental results demonstrate its
strong generalizability and excellent performance
in the main experiments.

Finally, we use UniBriVL to guide the genera-
tion of model Stable Diffusion? (Rombach et al.,
2022) output images, and intuitively verify that the
embedded space is meaningful. Experimental re-
sults show that this method can effectively choose
appropriate images from audio. This is a significant
contribution to the field of multimodal learning, as
prior methods mainly focused on generating im-
ages from text or image inputs, rather than audio in-
puts. In addition, compared with other fully super-
vised models, UniBriVL theoretically requires less
data to obtain competitive performance in down-
stream tasks, that is, it performs pre-training more
effectively than competitive methods, because it
does not need to completely re learn the visual
model, only needs to train the audio model. Itis a
reproducible and potential application model, and
we will provide our model and more code informa-
tion after publication.

2 Related Works

The impetus for our research is the considerable
progress noticed in multimodal learning, specifi-
cally during the early part of 2022. The compari-
son of BriVL’s performance with CLIP (Radford
et al., 2021) indicates noteworthy improvements

thtps://github.com/CompVis/stable—diffusion

across various benchmarks. Likewise, Microsoft’s
SpeechLM (Zhang et al., 2023) outshines the for-
mer Wav2Vec (Baevski et al., 2020) in several di-
mensions. We posit that fusing the strengths of
BriVL and SpeechLLM could indeed result in an
enhancement over Wav2CLIP3. Crucially, the field
is presently underexplored in terms of pioneering
endeavors concerning the use of audio-guided dif-
fusion models for image generation.

2.1 Audio dependent multimodal models

There have been many multimodal works that have
taken audio into account before, and some have
replaced text with audio as the main object for
matching with images (Ilharco et al., 2019; Chru-
pata, 2022). In addition to AudioCLIP (Guzhov
et al., 2021) and other similar but actually differ-
ent work, the most similar to us is Wav2CLIP (Wu
et al., 2022). For CLIP, the BriVL we use has
the following differences and advantages: Firstly,

Flyer Dreamland

) Future City ’

Fig. 2: Examples of CLIP (top) and BriVL (bottom) to
image generation from text, BriVL'’s labels in x-axis are
translated.

BriVL has more weak semantic relevance, so our
model is more imaginative (We also use naturally
distributed weak semantic data.). For example,
here are two groups of graphs in Figure 2 gen-
erated by using CLIP and BriVL respectively using
GAN for comparison and understanding in the field
of text-guided generation. Secondly, for our net-
work architecture, because there is not necessarily
a fine-grained area match between the image and
audio, we lost the time-consuming target detec-
tor and adopted a simple and more efficient dual
tower architecture. Thirdly, BriVL designed a cross
modal comparative learning algorithm based on the
single modal comparative learning method MoCo
(He et al., 2020), which has different advantages
than CLIP.

3https://github.com/descriptinc/
lyrebird-wav2clip
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2.2 Audio driven image generation

For many years, people have been trying to give
Al people multimodal perception and thinking, and
one of the main ideas is to simulate people’s im-
pressions of different external inputs, namely im-
age generation. The pursuit of applications and
methods for generating different images is the di-
rection of researchers’ efforts. With the emergence
of different generation models, such as Goodfel-
low introduced GAN in 2014, there has been a lot
of excellent work in the field of GAN-based im-
age generation (Karras et al., 2017; Cudeiro et al.,
2019; Yi et al., 2020; Zhang et al., 2021a; Song
et al., 2022; Zhang et al., 2021b,c; Wu et al., 2021;
Labhiri et al., 2021; Richard et al., 2021; Thies et al.,
2020; Wen et al., 2020; Chen et al., 2020b). Then,
from single mode to multi-mode, from text guid-
ance about 15 years later to audio guidance (Qiu
and Kataoka, 2018) 20 years later (of course, there
are more and earlier attempts and exceptions), sev-
eral impressive works appeared (Xu et al., 2018;
Zhu et al., 2021; Hessel et al., 2021; Saharia et al.,
2022b,a). At a time when diffusion models have
achieved success in many fields, exploring based
on this work is meaningful.

2.3 Background information

SpeechLM (Zhang et al., 2023) is a neural net-
work model that combines speech and text infor-
mation to perform language modeling. It con-
sists of two parts: a Speech Transformer and a
Shared Transformer, which are enhanced with a
random swapping mechanism. The Speech Trans-
former uses a standard Transformer with relative
position embedding to process the speech wave-
form into speech features, which are then masked
and further processed by the Speech Transformer
to obtain higher-level representations. A speech
waveform S is first processed into a sequence
of speech features X = (z1,2z9,...,x) by a
stack of 1-D convolutional layers. They follow
HuBERT to mask the speech feature X with the
mask probability of 8% and the mask length of
10. Then the masked features, X , are fed into the
Speech Transformer for higher level representa-
tions H'! = Transformer(H'~!), where [ means
the layer and H® = X indicates the input. The
Shared Transformer has the same architecture, but
takes in both the encoded speech representations
and the embeddings derived from tokenized text
units. To better align the speech and text repre-

sentations in the same latent space, they introduce
a random swapping mechanism that randomly re-
places some speech features with corresponding
text embeddings. They randomly select some po-
sitions from the unmasked region of speech and
replace the lower representations hf/ ? with the cor-
responding unit embeddings u;, where the units are
extracted from the input speech sample. In this way,
the speech and text modalities can be shuffled into
one sequence and treated equally. This is also one
of the advantages of our model, we can use it for
tasks that require text-image matching as well as
voice-image matching, which is very convenient.

3 Methodology And Experiments

BriVL is a model trained on 650 million text im-
age weak semantic datasets. They designed a cross
modal comparison learning algorithm based on the
monomodal comparison learning method MoCo
(He et al., 2020), and maintained the negative sam-
ple queue in different training batches through a
mechanism called Memory Bank, so as to obtain
a large number of negative samples for use in the
comparison learning method. In simple terms, it
does not incorporate momentum encoders or nega-
tive sample queues, instead relying on computing
the InfoNCE loss (Oord et al., 2018) within each
batch. Specifically, the number of negative sam-
ples for each positive image-text pair is determined
by the mini-batch size, affording greater flexibility
and efficiency in training. It also shows the SOTA
results in such scenes as image annotation, image
zero sample classification, and input features of
other downstream multimodal tasks. Even the guid-
ance generation model has excellent performance.
As mentioned in the introduction, UniBriVL re-
places the text encoder with the audio/shared en-
coder encoder by model of BriVL (In fact, as men-
tioned in the background information, SpeechLM’s
feature extraction is shared across text and audio
types. The model is retrained after changing the
BriVL code, and then fine-tuned together with
SpeechLLM.), runs the image through it, and trains
the new model to predict that only the matching im-
age embedded content is obtained from the audio.
We refer to the exclusive multilayer perceptron of
BriVL, which can not only enhance performance
but also prepare for possible downstream tasks. Af-
ter the audio encoder is fine-tuned, we freeze it and
use it in the UniBriVL image generation task as a
qualitative evaluation of our experimental results.



3.1 Dataset for performance test

We select diverse set of data ranging from various
number of clips, number of categories, and perform
diverse tasks including classification, retrieval, and
generation. For evaluation, we use relevant metrics
detailed in Table 1 for each task.

3.2 Dataset for training

To train audio-image correspondence, we use the
files of the AudioSet (Gemmeke et al., 2017) video
datasets as the audio input for our rearrangement
of the generated images. AudioSet comprises a
growing ontology that encompasses 632 distinct
audio event classes and a comprehensive corpus of
2.1 million videos. These clips are annotated by
human experts and extracted from YouTube videos,
each lasting ten seconds. The ontology is struc-
tured as a hierarchical graph of event categories,
encompassing a diverse spectrum of human and
animal sounds, musical genres and instruments, as
well as everyday environmental sounds. We ran-
domly select one image from each sample video,
cut them into squares, and sample them down to
64 x 64. The audio sampling rate is 16,000Hz. We
use it to train the model, which helps to increase
the applicability of the model. In total, we ran-
domly selected 200,000 segments for training and
then selected some additional audio for our image
generation task.

3.3 Feature extraction processing methods

For image and audio encoders, we use EfficientNet-
B7 (Tan and Le, 2019) as the CNN in the image
encoder, and the backbone SpeechLM (Zhang et al.,
2023) as the basic transformer in the audio en-
coder. The self concerned block is composed of
4 Transformer encoder layers and MLP block re-
spectively, with two fully connected layers and one
ReLU activation layer. For all models, we use
grid search to find the best hyperparameter. For
other hyperparameters (such as batch size, training
steps, learning rate, etc.), we directly use the sug-
gested values in the original papers. Note that for
per-instance perturbation, we adopt the appropriate
quantity compared to the original epochs.

Picture Encoding. The technique employed by
BriVL utilizes random grayscale conversion for
the input picture, along with random color jitter
for data enrichment. A 720P resolution is utilized
for all videos in the dataset, with non-compliant
ones being converted to 480P. The pictures are

then trimmed to 360 x 360 pixels. Patch features
from the picture are captured via a Transformer,
followed by employing an average pooling layer
for feature integration. To further refine the ex-
traction and depiction of interrelations among the
picture patch features, a self-attention (SA) block
containing multiple Transformer encoder layers is
employed by the BriVL team®*. Each Transformer
encoder layer encompasses a multi-head attention
(MHA) layer and a feed-forward network (FFN)
layer (Fei et al., 2022):

T’ = LayerNorm(T + MHA(T)) (1)
T = LayerNorm(T' + FEN(T'))  (2)

Post this, they make use of an average pooling layer
to amalgamate the extracted patch features:

N,

. 1 <
q¥ =D T eR 3)

p j=1

wherein T stands for the j-th column of T. To
project q') to the joint cross-modal embedding
space, a two-layer MLP block equipped with a
ReLU activation layer is used. This results in gen-
erating the ultimate d-dimensional picture embed-
ding y( € R?.

Audio Encoder. For audio input, we first convert
the original audio waveform (1D) into a spectrum
(2D) as the input of SpeechLLM, and pool the entire
512 dimensional audio sequence to output an em-
bedding. The SpeechLM embedding is computed
by the weighted average of outputs from all trans-
former layers. The SpeechLM> model inspired by
HuBERT (Hsu et al., 2021) consists of a Speech
Transformer and a Shared Transformer, which are
enhanced with the random swapping mechanism.
The Transformer is optimized to predict the dis-
crete target sequence z, in which each z; € [C]is a
(C'-class categorical variable. The distribution over
the classes is parameterized with

exp(sim(K'nl, e.)/7)
_ 4
p(c‘nt) 25:1 eXp(Slm(KPntL, ec’)/T) ( )

where K is a projection matrix, n} is the output
hidden state for step ¢, e. is the embedding for
class ¢, sim(a, b) means the cosine similarity be-
tween a and b, and 7 = 0.1 scales the logit (Chen

4https: //github.com/BAAI-WuDao/BriVL
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Dataset Task  Clip (Split)  ClassMetric
ESC-50 (Piczak, 2015) MC/ZS 2k (5 folds) 50 ACC
UrbanSound8K (Salamon et al., 2014) MC/ZS 8k (10 folds) 10 ACC
VGGSound (Chen et al., 2020a) MC/ZS 185k 309 mAP
DESED (Turpault et al., 2019) AR 2.5k (valid) 10 F1
VGGSound (Chen et al., 2020a) CMR 15k (test) 309 MRR
Clotho (Drossos et al., 2020) AC 5k (evaluation) COCO

Table 1: Downstream tasks, including 1. classification: multi-class (MC), zero-shot (ZS), 2. retrieval: audio (AR)
and cross-modal retrieval (CMR), and 3. audio captioning (AC) task, with various of clips, classes, and common

metrics.

et al., 2022b). The SpeechLM embedding is cal-
culated by the weighted average of all transformer
layer outputs of SpeechLM, where the weights are
learned during fine tuning. In the process of fine-

tuning, we either update or freeze the parameters
of SpeechLM.

3.4 Training process

Adhering to BriVL’s method, we employ a sim-
ilar cross modal comparative loss delineated
upon the concept of MoCo (He et al., 2020),
a mechanism that facilitates dynamic sample
queue formation for contrastive learning. Our
approach, with two negative queues, enables
a larger negative sample size without equiva-
lent mini-batch size, thereby economizing GPU
resources.  The cross projection loss func-
tion, CXLoss = L(f(Image), Language) +
L(Image, g(Language)) (f,g: projection func-
tions and L: contrastive loss). For all models, we
use grid search to find the best hyperparameter. For
other hyperparameters (such as batch size, training
steps, learning rate, etc.), we directly use the sug-
gested values in the original papers. Note that for
per-instance perturbation, we adopt the appropriate
quantity compared to the original epochs. The topk
parameter is set to 1, which indicates that we only
consider the top-scoring prediction for each input
instance. The queue_size parameter is set to 9600,
which controls the number of instances that can be
processed in parallel. We use a momentum value
of 0.99 to stabilize the learning process and prevent
oscillations during training. The temperature pa-
rameter is set to 0.07, which scales the logits output
of the model to control the softness of the predicted
probability distribution. Finally, we use a grid_size
of 4 to divide the input image into a grid of smaller
sub-regions for object detection tasks.

4 Task 1: UniBriVL Performance Test

We begin by discussing the training, development,
and evaluation process of the UniBriVL model.
We use publicly available datasets of varying sizes
and tasks, including classification, retrieval, and au-
dio captioning tasks. We compare UniBriVL with
some widely used as strong benchmarks in this
field and evaluate its performance in these tasks.
Additionally, we investigate the effect of sound vol-
ume on the generated images. We hypothesize that
the volume of sounds can influence the generated
images. Hence, we explore the influence of sound
volume on image features extracted from the sound
using the sound correlation model. We also per-
form quantitative image analysis to evaluate the per-
formance of UniBriVL compared to previous work,
such as S2I and Pedersoli et al. We test model with
five categories from VEGAS (Zhou et al., 2018)
and compare its performance with other methods
in terms of generating visually plausible images.

4.1 Training, development, and evaluation

We selected publicly available audio classification
data of different sizes, which are generally used for
evaluation (Cramer et al., 2019), and also included
some audio tasks/data, as shown in table 1, includ-
ing classification, retrieval and audio captioning.
ESC-50 (Piczak, 2015) is a simple data set with
only 2 thousand samples, while UrbanSound8K
(Salamon et al., 2014) is a large environmental data
set with 10 categories. VGGSound (Chen et al.,
2020a) is a huge set of audio and video materials
as we said before, including the widest and most di-
verse range of audio molds. DESED is used again
as an audio extraction (AR) job because DESED
can perform sound extraction at the fragment level.
Finally, Clotho (Drossos et al., 2020) is a unique
set of audio subtitles.



Classification Retrieval
Model ESC-50 UrbanSound8K VGGSound DESED (AR) VGGSound (CMR)
ACC ACC mAP F1 A—I(MRR) I—A (MRR)
Supervise 0.5200 0.6179 0.4331
OpenL3 0.733 0.7588 0.3487 0.1170 0.0169 0.0162
Wav2CLIP 0.8595 0.8101 0.4663 0.3955 0.0566 0.0678
UniBriVL 0.9307 0.8722 0.4885 04111 0.0641 0.0612
SOTA 0.959 0.8949 0.544
UniBriVL (ZS) 0.412 0.4024 0.1001

Table 2: In the subsequent classification and acquisition work, there will be supervised training, other audio
representation modes, OpenL.3, and the latest SOTA (Guzhov et al., 2021; Kazakos et al., 2021). ZS is based on

UniBriVL as a zero sample size model, some of which are derived from the original literature.

2.0 times 3.0 times

Original

0.5 times

Fig. 3: Generated images by inputting different volumes

of sounds. The numbers in the table is the relative
loudness to the original sound.

For multi-class (MC) classification problems, an
MLP-based classifier is employed, with a corre-
sponding number of classes as output. In DESED,
we use the way of simulating UniBriVL and
sed_eval® to realize audio retrieval (AR). At the
same time, we also explore the performance of
ours when dealing with multimodal tasks, and how
to transfer zero samples to other modalities.

4.2 Sound volume

To establish the reliability of our method’s capa-
bility to learn the connection between sound and
vision, we analyzed the influence of sound volume
on generated images. Specifically, we explored
how changes in sound volume may affect the gener-
ated image. To achieve this, we adjusted the sound
volume levels during testing and extracted features
for the corresponding sound files. These modified
sound features were then input into our pre-trained

6https ://github.com/TUT-ARG/sed_eval

VEGAS (5 classes)

Method
R@l FID{) IS
(A) Pedersolietal. 23.10 118.68 1.19
B) S21 39.19 114.84 1.45
(©) S2v 77.58 34.68 4.01
(D) Ours 81.31 31.48 5.42

Table 3: Comparison to the baseline: Pedersoli et al.
(2022) and existing sound-to-image/video method:
S2I and S2V (Fanzeres and Nadeu, 2021; Sung-Bin
et al., 2023). Our method outperforms the others both
qualitatively and quantitatively in the VEGAS dataset.

generator, which was trained on a standard volume
scale. The final three sets of images can prove
our hypothesis that the magnitude of different vol-
ume levels is usually positively correlated with the
effects and meanings displayed in the images.

4.3 Quantitative image analysis

We conducted a comparative analysis of our pro-
posed model against publicly available prior works
S217 (Fanzeres and Nadeu, 2021; Sung-Bin et al.,
2023) and Pedersoli et al. (2022). It should be noted
that while the latter is not primarily designed for
sound-to-image conversion, it employs a VQVAE-
based model to generate sound-to-depth or segmen-
tation. We trained our model and Pedersoli et al.
using the same training setup as S2I, including five
categories in VEGAS, to ensure a fair comparison.
As shown in Table 3, our proposed model outper-
forms all other models while generating visually
compelling and recognizable images. We assert
that this superior performance can be attributed to
the combination of visually enriched audio embed-
dings and a powerful image generator.

7https: //github.com/leofanzeres/s2i
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Model B1 B4 M RL Cr

Baseline  0.389 0.015 0.084 0.262 0.074
Wav2CLIP 0.393 0.054 0.104 0.271 0.100
UniBriVL  0.434 0.107 0.115 0.268 0.126

Table 4: Results of audio captionin, ASR, compared
with baseline (Drossos et al., 2020). We tested some
tasks on the test tools we worked on previously® and
we exclude Bleu2/3, list Bleul/4 (B1/4), METEOR (M),
ROUGEL (RL), CIDEr (Cr).

4.4 Downstream task result analysis

As shown in Tables 2 and 4, in training, we monitor
the benchmark by training from scratch on each
downlink (with random initialization of the encoder
weights). Next, we compare UniBriVL with other
publicly available Openl.3 (Cramer et al., 2019)
pre-trained on different pretext tasks in OpenL3.
OpenL3 multimodal self-monitoring training with
AudioSet. It serves as a strong benchmark for dif-
ferent audio tasks, such as audio classification and
retrieval. We extract features from OpenL3 (512
dim) and UniBriVL (512 dim) and apply the same
training scheme to all downstream classification
and retrieval tasks. In the chart, we can see that in
the retrieval of classification, we are slightly better
than our previous work, with an average increase
of about 0.04, and only some deficiencies in AR.
But it’s only about 0.02. We approach or slightly
outperform our previous work in retrieval tasks.
On tasks such as BLEU and audio captioning, we
have some advantages over the baseline, which
to our knowledge are not state-of-the-art, but are
sufficient to prove their effectiveness.

In sumary, our model has good effects in both
data sets of audio retrieval classification, for the
source of our strengths: In the Classification tasks,
on the four datasets, three of us achieved good re-
sults close to or exceeding SOTA. one of reason
may be related to our data, and the other may be the
effect of BriVL. As for the lack of excellent perfor-
mance in AR tasks, it may be due to the excessive
divergence of the BriVL dataset. If we retrain the
basic model on a large scale, we may achieve better
results. In the Retrieva tasks, such mrr tasks from
Ato], from I to A we have also achieved excellent
results, which mainly comes from the excellent
training effect of the previous two towers model
and the pre-training model. In addition, we believe
that increasing the amount of data has the potential
to further improve performance on audio tasks.
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Fig. 4: UniBriVL controls the concept map of the sta-
ble diffusion model after the model matches the image
features through the input language.

S Task2: Speech Generation Picture
Based on Diffusion Model

Our method uses the UniBriVL model to guide
the generation of Stable Diffusion. This process
utilizes meaningful embedding in the embedding
space, by calculating the matching score between
audio and image to rearrange the image, and this
rearrangement idea is like CLIP. Our code is im-
proved from the official model code and similarity
calculation tools’. In the reasoning stage, as shown
in Figure 4, the matching score of the audio and
the generated image can be calculated through the
pre-trained UniBriVL, ultimately achieving the ef-
fect of guiding the generation of the most matched
image. The rearranged images are all provided by
selecting from the 100th epoch of the same 20 text
inputs. We found that this method can generate im-
ages that are appropriate for a given audio input, as
confirmed by feedback from related experiments.

5.1 Correlation between sounds and images

This section aims to investigate whether the pro-
posed method generates graphs that are also rele-
vant to humans. Because simply proving authen-
ticity is not enough to prove the deep connection
between sound and image, to demonstrate the con-
nection between the two, we conducted a test simi-
lar to previous work (Ilharco et al., 2019; Wan et al.,
2019). Participants were presented with two im-
ages, each with different sound categories as input
and the image closest to the given sound. We con-
ducted three tests and obtained a series of option
values. By collecting participants’ options, we aim
to evaluate the effectiveness of the model in gener-
ating images related to different sound categories.

9ht’cps: //github.com/BAAI-WuDao/BriVL


https://github.com/BAAI-WuDao/BriVL

Wav2CLIP

UniBriVL

Tiger Roars Water Sound

Rock

}.
i,

4 Blast

Engine Sound

Fig. 5: Images generated from five-piece audio in AudioSet (Gemmeke et al., 2017). Top: Wav2CLIP, Bottom:
UniBriVL - corresponding audio input labels in x-axis. Experiments have shown that our tools are effective.

Options Positive Negative Neither
Wav2CLIP  75% 13% 12%
UniBriVL  79% 10% 11%

Table 5: Human scores on correlation between sounds
and images, Wav2CLIP works for comparison

The experimental results are shown in Table 5,
which collected participants’ reactions and classi-
fied them as positive, negative, or neutral. A posi-
tive option indicates that participants have chosen
images generated from input sound, while a neg-
ative option indicates their preference for images
generated from different categories of sound. Par-
ticipants who believe that neither of these images
represents the sound they hear are considered neu-
tral. Our research results indicate that the majority
of participants believe that the generated images
are related to the input sound, thus verifying our
method’s ability to generate images related to a
given sound, and it was a good match.

5.2 Comparison with previous work

In previous work, Wav2CLIP also tried to generate
text/audio maps. Here are two sets of pictures for
comparison with our work. Figure 2 shows the text
output image of CLIP and BriVL. Figure 5 shows
another group of pictures generated by Wav2CLIP
and UniBriVL using audio.

However, in general, they all generated appro-
priate images, and they have their own characteris-
tics: for example, in their understanding of "Tiger
Roads", UniBriVL is more realistic, and WavCLIP
is more abstract. When they faced the input of
"Water Sound", our work generated a small stream,

WavCLIP generated symbolic images similar to
fish fossils, and the other images have similar fea-
tures. Even considering the characteristics of the
GAN model, this result can further prove the supe-
riority of our work, which also indicates that our
exploration and attempt to generate images using
a universal audio guided diffusion model is mean-
ingful; For the generation of audio, they exhibit
two characteristics of convergence and divergence
between the two models, as we can see, conver-
gence still corresponds to the image. Divergence
is reflected in Figure 5 generated by audio, which
is more imaginative than Figure 2 generated by
text. This is because our BriVL weak semantic text
image dataset has strong imagination, and another
reason is that audio itself has strong divergence
ability, which will enhance the associative ability
of audio driven models.

6 Summary & Conclusion

This article introduces a UniBriVL method for gen-
erating generic representations. The results show
that UniBriVL is able to output general, robust
sound representations, and that UniBriVL can be
easily transferred to multimodal jobs, such as audio
classification, audio retrieval, audio captioning and
audio image generation. In future research, we will
explore a number of interpretable machine learning
methods, consider extending to 6 modalities to our
work, just like ImageBind (Girdhar et al., 2023).
We will also consider exploring more efficient pre-
sentation and using the Consistency Models (Song
et al., 2023) and the NeRF (Mildenhall et al., 2020)
as the next version of the work and method.



Limitations

We fine-tune the language encoder on SpeechLM-
large model, but are limited by the fact that we
use part of the AudioSet data, which is a bit less
than the original Microsoft training data, perhaps
making performance limited. Lastly, it is essen-
tial to consider the potential influence of external
factors such as background noise, reverberation,
or speaker variability on the performance of the
speech recognition system. These factors were not
extensively addressed in our study, and their impact
on the model’s performance may be a subject for
further investigation.

In summary, our study is subject to limitations
concerning the representativeness of the training
data, potential language and accent bias, and the
focus solely on the language encoder component.
These limitations should be taken into account
when interpreting our results and considering the
application of the model in real-world scenarios.
Further research, incorporating diverse datasets and
investigating other components of the speech recog-
nition system, would be valuable to overcome these
limitations and enhance the overall performance of
speech recognition technology.

Ethics Statement

All datasets we train actively exclude harmful,
pornographic, and private content, and are only
used for research purposes. The participants we re-
cruited, except for some who volunteered, received
satisfactory compensation for the rest. The aca-
demic tools and human assessment related tests
used in this article comply with all regulations or
relevant permits.

Biases & Content Acknowledgment Although
our ability to generate images through audio is im-
pressive, it should be noted that this model may
be influenced by human factors to output content
that enhances or exacerbates social biases. In addi-
tion, we note a parallel work called WavBriVL, but
they are based on simple representation matching,
while we use the latest text-audio fusion feature ex-
traction methods and train them with the help of a
novel loss. They use Gans to generate images, and
we use diffusion models to generate images. Our
submission time and their appearance are within
three months, so there is no need to compare it to
their model or data.
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