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Abstract

In this paper, we present HuatuoGPT, a Large
Language Model (LLM) for medical consulta-
tion. The core recipe of HuatuoGPT is to lever-
age both distilled data from ChatGPT and real-
world data from doctors in the supervised fine-
tuning stage. This is not only because purely
using ChatGPT-distilled data might cause
‘model collapse’, but also because real-world
data from doctors would be complementary to
ChatGPT-distilled data. The responses from
ChatGPT are usually detailed, well-presented,
fluent, and instruction-followed, but it cannot
perform like a doctor in many aspects, e.g.
for interactive diagnosis. Therefore, the extra
doctors’ data could tame a distilled language
model to perform like doctors. To synergize
the strengths of both data sources, we introduce
RLMF (Reinforcement Learning from Mixed
Feedback) where a reward model is trained to
align the language model with the merits that
both sources (ChatGPT and doctors) bring. Ex-
perimental results (in GPT-4 evaluation, human
evaluation, and medical benchmark datasets)
demonstrate that HuatuoGPT achieves state-of-
the-art results in performing medical consulta-
tion among open-source LLMs. It is worth not-
ing that by using additional real-world data and
RLMEF, the distilled language model (i.e., Hu-
atuoGPT) outperforms its teacher model (i.e.,
ChatGPT) in most cases.

1 Introduction

Medicine stands as a paramount pillar in human
existence, with its effectiveness heavily relying
on the expertise and experience of professionals.
Yet, the advent of Large Language Models (LLMs)
like ChatGPT heralds a transformative era for such
experience-driven domains (Wang et al., 2023a).
LLMs learn and mimic human language by lever-
aging retrospective data and generating prospective
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output. Considering the confluence of experience-
driven foundations in both LLMs and medicine, we
believe that LLMs hold significant potential to im-
prove medical consultation and diagnostic support.

Learning from ChatGPT? Recent stud-
ies (Taori et al., 2023; Chiang et al., 2023; Chen
et al., 2023) show distilling from ChatGPT could
equip a language model with fluent chat capability
in some common scenarios. However, ChatGPT,
and even GPT-4, exhibit relatively poorer perfor-
mance in vertical domains (such as medicine)
compared to domain experts. One contributing
factor to this phenomenon is that annotators for
ChatGPT did not reach the expert level and lack
of proficiency in medical knowledge that medical
doctors have. Therefore it is problematic to
purely distill a medical LLM from a poor teacher
(i.e., ChatGPT), as popular general democratized
LLMs did (Chiang et al., 2023; Chen et al., 2023).
Moreover, purely using ChatGPT-distilled data
might cause ‘model collapse’ (Shumailov et al.,
2023) and therefore limits the generalization of
medical LLMs.

Learning from Doctors? On the other hand,
when a model only learns from real-world med-
ical diagnosis dialogues (Wei et al., 2018; Xu et al.,
2019; Xia et al., 2020; Zeng et al., 2020), it pro-
duces overly concise responses and lacks the neces-
sary level of detail due to the time constraints doc-
tors face during the diagnostic process, leading to a
condensed presentation of information. Compared
to the responses from ChatGPT that are detailed
and well-presented (e.g., with well-organized para-
graphs, tables and bullets), doctors’ responses are
not friendly enough in terms of patience, level of
detail, and logical organization.

Philosophy of HuatuoGPT To overcome the
above issues, the core recipe of this work is to
leverage both real-world data from doctors and
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ChatGPT vs. Doctor

[ User: &M (I have a stomachache.)

AR BRI RRR . RAE-NMETRY, RELSEADYE
TTBE, ALK T ALR— B BRE R TR T E o ('m sorry to hear that you
have a stomachache. Stomachaches can have various causes, including digestive issues,
infections, gastrointestinal problems, or other health conditions. As a language model, I
cannot provide a precise medical diagnosis, but I can give you some advice to alleviate
the discomfort of a stomachache.)

VATF & — 85T G A Bh T 4% AR T 69 % W77 % (Here are some common methods that
may help alleviate a stomachache) :

o K& (Rest): B T— it EKE, ZMFIk, & HLEEEF . (Give yourself

some time to rest, relax your body, and avoid excessive physical activity.)

Ak (Warm compress) : 7T A2 KA M FEM 69 R R RARRKALD, &
H B T VA% # F3& - (You can try placing a hot water bottle or warm towel on the
area of the stomachache. This can sometimes help alleviate discomfort.)

53 %18 (Medical consultation) : %o REFRIFLE R E, KAEMELA” T
K (edsfet . . a®F)  FREEWEL, ARRFLGRENF D
J3 o (If your stomachache persists or worsens, or if it is accompanied by other severe
symptoms such as persistent vomiting, high fever, bloody stools, etc., please consult a
doctor as soon as possible for professional advice and treatment.)

4R, ALEBUREEE, wREOERGEHESINME, RFEHELARR
% A 6935 Wi Fe 6 7T AL . (Please remember that the above suggestions are for reference
only. If your symptoms persist or worsen, it is best to consult a doctor for a professional

ChatGPT: £ ARAEIT BRI T - TR TRAF S TRGREA, QIFHLR ]

Doctor: A:TRAIRALIR? A& B ZL6Y T R B2 M Y7 455
A T ? (Where is your abdominal pain? Is it severe or mild?
How long has it been going on?)

User: TM . A &&E, BAHe, # 1 FX
T o (Lower abdomen, a bit painful, started last night, been
about half a day.)

Doctor: & HAEE LAz K4e B . sRek RA KF? (Are
there any accompanying symptoms such as nausea, vomiting,
or fever?)

[User: A ERet . (I vomited.)

[Doctor: ¥EM e AT 4 T 2 (What did you eat last night?)

User: HEBLPE T S DAL o 2R S LZNFEY? (Eating
some crayfish last night, could that be the cause?)

Doctor: RTARAZEME K, AFE R G TRY FEH5 L
o, M ARTEAmERTER, REH I LM E A
% . (It’s highly possible that you have acute gastroenteritis,
which is often caused by food poisoning. Crayfish, in particular,
can contain bacteria and parasites that easily lead to gastroin-

diagnosis and treatment advice.)

testinal infections.)

J

.

Figure 1: Example of ChatGPT responses (left) and doctor responses (right), where texts are translated from
Chinese to English. Questions raised by doctors are in blue, and medical diagnoses are underlined. Note that
ChatGPT usually does not raise questions in response to patients or provide medical diagnoses like doctors.

distilled data from ChatGPT. We name our model
HuatuoGPT! mainly designed for Chinese. Techni-
cally, we propose a two-stage training framework
that fully leverages the strengths of ChatGPT and
doctors. The complementarity between real-world
medical data from doctors and distilled data from
ChatGPT is further discussed in Sec. 2.

In the Supervised Fine-Tuning (SFT) stage, we
leverage both real-world data from doctors and
distilled data from ChatGPT. The distilled data
from ChatGPT is used to tame language models to
follow medical instructions and talk fluently. The
additional real-world medical data not only inject
medical knowledge into language models but also
tame the language models to perform medical diag-
noses like a doctor. Moreover, the two sources of
data are aligned with each other by role-enhanced
promoting and ChatGPT polishing respectively.

After the SFT stage, to further leverage the
strengths of ChatGPT and doctors and meanwhile
mitigate their weaknesses, we propose Reinforce-
ment Learning with Mixed Feedback (RLMF),
inspired by RLHF (Ouyang et al., 2022) and

'To commemorate the renowned Chinese physician Hua
Tuo (https://en.wikipedia.org/wiki/Hua_Tuo).

RLAIF (Bai et al., 2022). It is used to reward gen-
erated responses that are not only patient-friendly
(learned from ChatGPT with better presentation
quality, detailed, instruction-following abilities,
and fluent chat), but also doctor-like (Iearned from
doctors with professional and interactive diagno-
sis).

Evaluation We propose a comprehensive eval-
uation method that includes both manual and
automatic evaluations for medical LLMs, cover-
ing single-turn and multi-turn medical consulta-
tions. The experimental results show that our Hu-
atuoGPT outperforms existing open-source med-
ical LLMs and ChatGPT in automatic and man-
ual evaluation. More impressively, our model sur-
passes the performance of GPT-3.5-turbo in terms
of automatic evaluation and doctors’ evaluation.
Moreover, HuatuoGPT achieves state-of-the-art
(SOTA) zero-shot performance in several medi-
cal benchmarks such as CmedQA (Zhang et al.,
2018), webmedQA (He et al., 2019), and Hu-
atuo26M (Li et al., 2023a) datasets. We will open-
source our training data, code, HuatuoGPT model,
and the reward model at https://github.com/
FreedomIntelligence/HuatuoGPT.
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Instruction Data

Conversation Data

Model Language |y, illed Real-world Distilled Real-world -aiming Method
ChatDoctor English v - - SFT
MEDALPACA English v - - SFT
Visual Med-Alpaca  English v - - SFT
Medical GPT-zh Chinese v - - SFT
BenTsao Chinese v - - SFT
DoctorGLM Chinese v - v SFT
HuatuoGPT (Ours)  Chinese v v v SFT+RLMF

Table 1: Comparison of Data Sources and Training Method Across Popular Medical Models.

2 Motivation

As shown in Figure 1, the responses from ChatGPT
and doctors are different but complementary.

ChatGPT Responses Although ChatGPT usu-
ally generates informative, well-presented and log-
ical responses, ChatGPT does not perform like
doctors that conduct interactive diagnosis. For
example, when a user provides too little informa-
tion to make a diagnosis decision, it usually enu-
merates multiple possibilities and provides general
yet unprofessional advice while doctors usually ask
clarifying questions before giving advice.

Doctors’ Responses Doctors are adept at inquir-
ing about the symptoms and providing accurate
diagnoses. Their responses typically exhibit pro-
fessionalism that meets the personalized consulta-
tion. However, due to limited time at inquiry, their
replies are often informal and concise in nature,
and sometimes incoherent. Our preliminary study
shows that training from purely patient-doctor in-
teraction data is not satirized: (1) it cannot fluently
follow diverse instructions; (2) the responses are
short, poorly presented, and sometimes uninforma-
tive, which are not patient-friendly.

Complementarity between ChatGPT and Doc-
tors By distilling from ChatGPT, the model could
generate informative, well-presented, and logical
responses. Conversely, real-world data, harvested
from authentic doctor-patient interactions, provide
an indispensable perspective into the complexities
of actual medical scenarios. The primary strength
of real-world data lies in their high accuracy and
professionalism. Therefore, we believe that re-
sponses from ChatGPT and Doctors could be com-
plementary; we expect a model to not only chat
fluently like ChatGPT but also behave like doctors.

3 Methodology

Following the above motivation, we propose to
combine the strengths of both distilled data (from
ChatGPT) and real-world data (from Doctors) to
tame the medical LLM to perform like a doctor,
as illustrated in Table 1. For example, it is ex-
pected to not only provide detailed, informative,
and well-presented content but also conduct ac-
curate and interactive diagnostics (usually posing
clarifying questions) like doctors. To this end,
our approach focuses on integrating the charac-
teristics of both doctor and ChatGPT to enhance
the quality of responses in medical consultations
through a two-stage training strategy: our approach
first hybrid distilled and real-world data in the su-
pervised fine-tuning stage (SFT) and then employ
the Reinforcement Learning from Mixed Feedback
(RLMF) to further leverage the strengths of both
data and meanwhile mitigate their weaknesses. The
schematic of HuatuoGPT is shown in Figure 2.

3.1 SFT with Hybrid Data

In the first stage, we employ a blend of distilled data
and real-world data, capitalizing on both strengths
to endow the model with Doctor-like and Patient-
friendly characteristics. Within each data category,
we collect instruction data and conversation data to
imbue the model with the capacity for instruction-
following and interactive diagnosis. It is notewor-
thy that all of the real-world data we use is pub-
licly available. The single-turn real-world data is
sourced from Huatuo26M (Li et al., 2023a), and the
multi-turn data is sourced from Med-dialog (Zeng
et al., 2020).

Distilled Data from ChatGPT We collect syn-
thetic instructions and conversations from Chat-
GPT using different manners. Following the work
of self-instruct (Wang et al., 2022; Taori et al.,
2023; Chen et al., 2023), we construct a set of
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Figure 2: Schematic of HuatuoGPT.

medical instruction data to enable the model to fol-
low the user’s medical instructions. Especially, we
have employed a top-down manner to create more
natural and comprehensive responses: we design
a taxonomy to collect or manually create seed in-
structions based on the roles and use cases, and
generate instructions separately using self-instruct.
It provides a wide range of instructions and, mean-
while, keeps enough instructions for each role and
use case. More details are shown in App. A.1.

For the distilled conversation dataset, we em-
ploy two ChatGPTs, each assigned a specific
role—either as a doctor or a patient. Initially, we
source real-world data as a foundation for medical
knowledge, using it to inspire synthetic dialogue.
The conversation synthesis involves alternating di-
alogue utterances generated by the two ChatGPTs.
The patient ChatGPT derives its responses from
background patient information, while the doctor
ChatGPT only references the final diagnosis. It’s
worth noting that the doctor ChatGPT doesn’t have
access to the patient’s data, and vice versa. The
dialogues produced by these large language mod-
els (LLMs) tend to be informative, detailed, well-
structured, and stylistically consistent. Additional
information can be referenced in App. A.2.

Real-world Data from Doctors Real-world data
consists of question-answering and conversations
between doctors and patients from real scenarios,
where doctors’ responses are professional, with
high conciseness and relevance to the patient’s
questions. Especially in multi-turn medical con-
sulting conversations, doctors’ responses often de-
mand diverse abilities, including long-range rea-

soning and raising questions to guide patients in
describing their symptoms. However, raw data is
unsuitable to be fed directly to LLMs because they
are usually very colloquial and contain noisy infor-
mation such as typos, slang, and irrelevant informa-
tion. To mitigate this, we utilized language models
to polish the original content. Our goal with this
polishing process is to make the doctors’ responses
well-presented, detailed, and more patient-friendly.
For additional specifics, please see App.A.3 and
App.A.4.

3.2 RL with Mixed Feedback

In the Supervised Fine-Tuning (SFT) phase, we
introduced a diverse dataset to enable HuatuoGPT
to emulate the inquiry and diagnosis strategy of
doctors while maintaining the rich, logical, coher-
ent characteristics of LLMs’ responses. In order to
further align the model’s generation preferences to
our needs, we propose reinforcement learning with
mixed feedback to improve the quality of the mod-
els’ responses. Previously, OpenAl introduced rein-
forcement learning with human feedback (Ouyang
et al., 2022) to align LLMs with human preference
but at a significant cost of time and labor. Bai
et al. (2022) demonstrated that with a carefully de-
signed prompt, Al could imitate human preferences
and give relatively consistent scores on generated
responses. Inspired by these alignment methods,
we design a new pipeline by considering different
sources of feedback to force the model to generate
informative and logical responses without deviat-
ing from the doctor’s diagnosis.
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Reward Model We employ a reward model
trained on mixed feedback to align with the traits of
both doctors and ChatGPT. Our training data com-
prises authentic instructions and dialogues, from
which we extract multiple responses using our re-
fined model. In the case of multi-turn interactions,
the dialogue history is incorporated to streamline
our model’s response generation. Subsequently,
we prompt ChatGPT to evaluate on different re-
sponses. The scoring isn’t solely based on fac-
tors like informativeness, coherence, and alignment
with human preferences; it also weighs the fac-
tual accuracy by comparing them against responses
from real doctors. The paired responses receive
scores from ChatGPT, which are then incorporated
into the reward model. The details for ChatGPT
preference scoring can be found in App. B. To
account for potential positional bias in ChatGPT,
each evaluation is conducted twice, with data po-
sitions swapped. Only selections that consistently
achieve high scores in both positions are taken into
consideration.

Reinforcement Learning In the RL process, we
sample k different input samples {1, ...,z } and
generate responses {1, . . ., i } by current policy
7. Each sample y; is fed to our reward model to
provide a reward score rrps. To ensure that the
model does not deviate too far from the initial state
m, we add the empirically-estimated KL penalty
term(Schulman et al., 2017), and the final reward
function is as follows:

r=1rrym — AkLDkL(m||m0) )]

where Ak is a hyperparameter for KL penalty,
D, is the KL penalty function. Input queries are
de-duplicated and sampled from the remaining SFT
hybrid data. This ensures a diverse range of inputs
while retaining the model’s response preferences
in both the single-turn instruction and the multi-
turn conversation scenarios. The training details of
HuatuoGPT can be seen in App. E.

4 [Experiments

In this section, we first introduce the baselines and
then present the evaluation protocol and results in-
cluding pairwise evaluation by GPT-4/Doctors on
single-turn questions and multi-turn conversations.
Considering the small scale of pairwise evaluation,
we also evaluate our model on the large-scale med-
ical QA benchmark to validate HuatuoGPT.

4.1 Evaluation Protocol
4.2 Baselines

We select the following three groups of models
as baselines: (1) Two popular general models:
ChatGPT (GPT-3.5-turbo) and GPT-4 2, which
are the strongest language models in the gen-
eral domain; (2) Two open-source general mod-
els specialized in Chinese: ChatGLM-6B (Zeng
etal., 2023) and Ziya—LLaMA—13B3; (3) Two most
representative open-source Chinese medical mod-
els: BenTsao * (Wang et al., 2023b) and Doctor-
GLM (Xiong et al., 2023).

4.3 Pairwise Evaluation by GPT-4/Doctors

We comprehensively evaluate HuatuoGPT perfor-
mance by pairwise evaluation with it and other
baselines on single-turn questions and multi-turn
conversations.

For the single-turn questions, we extract 100
questions representing 10 intents (shown in Ta-
ble 4 in App. G) from the validation set of the
Knowledge-based Universal Automated Knowl-
edge Extraction for Query Intent Classification
(KUAKE-QIC) in Chinese Biomedical Language
Understanding Evaluation (CBLUE (Zhang et al.,
2021))°. KUAKE-QIC is collected from search
engine queries, which makes it suitable for single-
turn questions. To filter noisy data, these questions
are initially scored by ChatGPT, and a manual fil-
tering process is conducted to select higher-quality
candidate questions for the test set.

For the multi-turn conversations, we utilize the
patient cases from Med-dialog (Zeng et al., 2020),
select 20 departments (shown in Table 5 in App. G)
and randomly sample 5 patient cases from each de-
partment, resulting a total of 100 real patient cases.
These cases are provided to ChatGPT, which plays
the role of the patient, interacting with each doctor
model to obtain the diagnosis results. When eval-
uated by doctors, we randomly sample 50 patient
cases from 100 test cases.

In both single-turn question and multi-turn con-
versation scenarios, we use GPT-4 and human eval-
uation as metrics to compare responses generated
from different models.

2We use the gpt-3.5-turbo and gpt-4-0314 APL

Shttps://huggingface.co/IDEA-CCNL/
Ziya-LLaMA-13B-v1

4https: //huggingface.co/thinksoso/
lora-1lama-med

5https: //github.com/CBLUEbenchmark/CBLUE
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Ours Win Tie Ours Loss
BenTsao 98 20
DoctorGLM 95 28
Ziya-LLaMA-13B 50 13 37
ChatGLM-6B 43 18 39
ChatGPT 47 21 32
GPT-4 31 17 52
0% 20% 40% 60% 80% 100%

(a) GPT-4 Evaluation

Ours Win Tie Ours Loss
BenTsao 91 316
DoctorGLM 87 8 '5
Ziya-LLaMA-13B 50 15 31
ChatGLM-6B 39 27 34
ChatGPT 35 32 33
GPT-4 22 24 54
0% 20% 40% 60% 80% 100%

(b) Doctor Evaluation

Figure 3: Response Comparison of HuatuoGPT with Other Baselines on the Single-turn Question.

Ours Win Tie Ours Loss
DoctorGLM 97 21
Ziya-LLaMA-13B 75 3 22
ChatGLM-6B 66 8 26
ChatGPT 62 6 32
0% 20% 40% 60% 80% 100%

(a) GPT-4 Evaluation

Ours Win Tie Ours Loss
DoctorGLM 96 282
Ziya-LLaMA-13B 4 28 30
ChatGLM-6B 52 14 34
ChatGPT 54 16 30
0% 20% 40% 60% 80% 100%

(b) Doctor Evaluation

Figure 4: Response Comparison of HuatuoGPT with Other Baselines on the Multi-turn Conversations.

GPT-4 Evaluation We prompt GPT-4 to con-
sider the following aspects of responses: doctor-
like language, symptom inquiry capability, the ef-
fect and reliability of the treatment recommenda-
tions and prescriptions, and helpfulness. Given the
question and the two corresponding responses from
different models, GPT-4 is asked to first compare
the advantages of each response and then select the
better response. Recent studies show that GPT-4
has a high agreement with human judgment (Zheng
et al., 2023; Chen et al., 2023; Li et al., 2023b), but
there is no study on the agreement between GPT-4
and expert doctors. Concerned about the impact
of the response position (Wang et al., 2023c), we
randomly switched the position of two responses.

Doctor Evaluation We invite three doctors to
compare responses from pairwise models accord-
ing to the guidelines: (1) diagnosis accuracy, (2)
treatment recommendation accuracy, and (3) med-
ication knowledge and prescription accuracy. In
evaluation, doctors are asked to provide assess-
ments of different responses generated by two mod-
els for the same context. We ensure that each re-
sponse data is scrambled and anonymized with the
utmost strictness. See App. F for details.

4.4 Medical QA Benchmarks

We select three existing Chinese medical QA
datasets, namely cMedQA2 (Zhang et al., 2018),
webMedQA (He et al.,, 2019) and Huatuo-
26M (Li et al., 2023a). cMedQAZ2 is a publicly
available dataset based on Chinese medical ques-
tions and answers consisting of 108, 000 questions
and 203, 569 answers. webMedQA is a real-world
Chinese medical QA dataset collected from online
health consultancy websites consisting of 63, 284
questions. Huatuo-26M (Li et al., 2023a) is the
largest Chinese medical QA dataset which has 26M
QA pairs from online medical consultation, knowl-
edge bases and encyclopedias. Following the pre-
vious works (Li et al., 2023a), we utilize metrics
such as BLEU, ROUGE, GLEU, and Distinct.

4.5 Experimental Results

Results on Single-turn Questions For the evalu-
ation of the single-turn questions, all the model per-
formance results are shown in Figure 3 and the com-
parison among models for each category is shown
in Table 4 in App. G. According to the evaluation
of GPT-4 and doctors, HuatuoGPT outperforms all
baselines except GPT-4. From Table 4, HuatuoGPT
is much better than BenTsao and DoctorGLM in

all categories. Compared with Ziya-LLaMA-13B,
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ChatGLM and ChatGPT, HuatuoGPT stands out
in terms of efficacy, medical expense and indica-
tors interpretation. However, HuatuoGPT is still
worse than GPT-4 in many categories, where it
attains similar performance to GPT-4 in two cat-
egories (Efficacy and Medical Expenses). Such
results confirm the validity of our approach, and
HuatuoGPT can receive more preference compared
to other models.

Results on Multi-turn Conversations As shown
in Figure 4, HuatuoGPT performs exceptionally
well against all models in multi-turn conversations,
which reveals that HuatuoGPT excels in extended
dialogue contexts, evidenced by a 97% win rate
against DoctorGLM and 62% against ChatGPT.
This result is made possible by our conversation
data, which comprise informative synthetic conver-
sation data, and real conversation data that contains
the diagnostic capability of doctors. From Table 5
in App. G, it shows that HuatuoGPT outperforms
other models in almost all departments. This again
confirms the effectiveness of our approach: Hu-
atuoGPT has a more prominent interactive diag-
nostic capability in patient consultation scenarios
and its performance is preferred by both GPT-4 and
doctors.

Results on Public QA Benchmark HuatuoGPT
demonstrates impressive performance across vari-
ous Chinese medical benchmarks, achieves consis-
tently high scores across all metrics, and demon-
strates a high level of accuracy, fluency, and di-
versity in its generated responses. In cMedQA?2,
HuatuoGPT even outperforms fine-tuned T3, sug-
gesting that it has a robust generalization capability
and is able to effectively handle a wide range of
medical question-answering tasks.

4.6 Ablation Study

In this section, we delve into an exploration of how
two distinct types of data, real-world and distilled,
along with the RLMF process, influence our model.
To do so, we trained three distinct models. The first,
HuatuoGPT (w/ real data), exclusively utilizes
real-world data. The second, HuatuoGPT (w/ dis-
tilled data), solely relies on distilled data. Lastly,
we have HuatuoGPT (w/o RLMF), a model that
does not incorporate the RLMF process.

GPT-4 Evaluation In order to investigate the in-
fluence of different types of data, we perform au-
tomated evaluation experiments. Following the

0.8
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Figure 5: The win-rate of our ablation models com-
pared with ChatGPT, with ties evenly divided between
wins and losses. (w/o RLMF) represents HuatuoGPT
without RLMF, while (w/ dist) and (w/ real) denote Hu-
atuoGPT (w/ distilled data) and HuatuoGPT (w/ real
data), respectively.

evaluation methodology used previously, we com-
pare all four models to ChatGPT in both single and
multi-turn situations and employ GPT-4 to score
the responses of a pair of models. The results of the
evaluation are shown in Figure 5. The results show
that HuatuoGPT (w/ real data) performs better
in multi-turn conversations while HuatuoGPT (w/
distilled data) performs better in single-turn ques-
tion answering. It confirms that distilled data from
ChatGPT can bring more of a boost to the model
in single-turn situations, allowing the model to bet-
ter follow instructions and provide more complete
answers to a single question. In contrast, real data
from doctors can bring more of a boost to the model
in multi-turn conversations, allowing the model to
better learn from doctors to perform the interactive
diagnosis, obtain patient information and provide
a diagnosis in multi-turn conversations. Compar-
ing HuatuoGPT (w/o RLMF) with HuatuoGPT,
it can be seen that the RLMF process further im-
proves the performance of the model in both single-
turn and multi-turn cases, widens the gap in per-
formance comparing to ChatGPT. This suggests
that the RLMF process can pull the model further
toward being both patient-friendly and doctor-like.

Case Study We compare the variations in re-
sponses between four models for the same set of
questions shown in Table 9 in App.G. HuatuoGPT
(w/ real data) has a tendency to ask clarifying ques-
tions to patients, performing as expected, similar to
a doctor. However, a minor flaw is that the question
is superficial and appears less well-organized for
reading. On the other hand, HuatuoGPT (w/ dis-
tilled data) generates well-organized, detailed, and
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Dataset Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 GLEU ROUGE-1 ROUGE-2 ROUGE-L Distinct-1 Distinct-2
T5 (fine-tuned) ~ 20.88 1187  7.69 509 7.62 2716 930 2011 041 052
DoctorGLM 1351 7.10 372 200 511 2278 568 1222 085 096
Medoa2  ChaiGPT 1921 743 314 124 506 2013 310 1257 069 099
ChatGLM-6B 2490 1274 699 387 849 2852 719 1821  0.68 099
ZiyaLLaMA-13B 27.03 1387 748 409 777 2824 710 1481 078 093
HuatuoGPT 2739 1438 806 455 852 2926 802 1546 074 093
T5 (fine-tuned) 2142 1379 1006  7.38 894 3100 1385 2578 037 046
DoctorGLM 991 520 278 154 467 2301 568 1196 084 095
cbMedQA CPGPT 1806 674 273 109 471 2001 281 1258 065 087
v ChatGLM-6B 2342 1210 673 383 804 2830 687 1849 063 087
ZiyaLLaMA-13B 2216 1170 653 374 691 2741 680 1352 076 093
HuatuoGPT 2485 1342 772 451 750 2830 772 1450 073 093
TS (fine-tuned) ~ 26.63 1674 1177 846 1138 3321 1326 2485 051  0.68
DoctorGLM 1150 600 314  1.69 465 2239 547 1214 085  0.96
Huatuo-26M ChatGPT 1844 695 287 113 487 1960 282 1246 069 089
ChatGLM-6B 2446 1275 720 413 850 2844 731 1858 067 089
ZiyaLLaMA-13B 25.58 1339 746 424 730 2814 7.8 1478 077 093
HuatuoGPT 2742 1484 854 496 801 2916 829 1584 074 093

Table 2: Benchmark on Chinese medical QA dataset (Li et al., 2023a). ChatGPT, Ziya-LLaMA-13B, ChatGLM-6B,
and HuatuoGPT are zero-shot setting while T5 is fine-tuned detailed from the original paper.

informative content. Nevertheless, its responses
tend to provide suggestions rather than making a
diagnostic decision. To assess the impact of RLMF,
we also compare HuatuoGPT and HuatuoGPT
(w/o RLMF). It is worth noting that HuatuoGPT
(w/o RLMF) does not ask additional questions to
patients. This might be attributed to the fact that
its training data could be biased towards the Chat-
GPT data, while real-world data may have been
overlooked. In contrast, our default model, Hu-
atuoGPT, can function like a doctor by asking
follow-up questions to patients to get more accu-
rate diagnoses.

5 Related Work

The medical language model has always been a con-
cern for researchers. The early models were mainly
based on the GPT-2 series models to continue pre-
training in the domain, such as BioMedLM?® and
BioGPT (Luo et al., 2022). Recently, the success of
distilled from ChatGPT (Taori et al., 2023; Chiang
et al., 2023) has stimulated some efforts to fine-tune
large-scale language models using medical-related
instruction data.

ChatDoctor (Li et al.,, 2023¢) is a medi-
cal model based on LLaMA (Touvron et al.,
2023) trained on the real-world instruction data
(HealthCareMagic-100k and iclinig-10k) between
patient and physician and the distilled instruction

https://www.mosaicml.com/blog/
introducing-pubmed-gpt

data from ChatGPT (GenMedGPT-5k and disease
database). Based on the dataset of ChatDoctor,
MEDALPACA (Han et al., 2023) added more data
points across a diverse range of tasks, including
openly curated medical data transformed into Q/A
pairs with ChatGPT and a collection of established
NLP tasks in the medical domain. Different from
the previous work, Visual Med-Alpaca’ is only
trained on the distilled instruction dataset while the
54K samples are filtered and edited by human ex-
perts. Recently, Med-PalLM2 (Singhal et al., 2023)
was published, which is based on PaLLM2 and fine-
tuned in MultiMedQA for expert-Level medical
question answering.

In Chinese, BenTsao (Wang et al., 2023b) is
a knowledge-enhanced Chinese Medical LLM
trained on over 8K instructions generated from
CMeKG by ChatGPT without real-world data.
MedicalGPT-zh (Liu et al., 2023) is a Chinese
medical model based on ChatGLM-6B LoRA
with 16-bit instruction fine-tuning. The training
dataset was obtained from Chinese medical knowl-
edge question-and-answer pairs and clinical guide-
line texts from 28 medical departments. Doctor-
GLM (Xiong et al., 2023) is a Chinese medical
ChatGLM-based LLM trained on multiple medical
datasets. In addition to the distilled instruction data
from ChatDoctor through translation, they incorpo-
rate some Chinese medical conversation data into
the training dataset. See App. H for more details

"https://github.com/cambridgeltl/
visual-med-alpaca
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on medical LLMs.

6 Conclusion

This paper presents HuatuoGPT, a medical large
language model, which leverages hybrid data and
incorporates reinforcement learning from mixed
feedback with ChatGPT and doctors. Gathered
merits distilled data from ChatGPT and real-world
data from doctors, HuatuoGPT is able to gener-
ate patient-friendly and doctor-like responses. By
refining its responses based on mixed feedback,
the model can improve its conversational abilities
while maintaining the reliability necessary for med-
ical applications. The experimental results of au-
tomatic and manual evaluations indicate that our
model surpasses the existing medical open-source
LLMs and even outperforms ChatGPT in most
cases. As we continue to explore and develop this
approach, we believe that further research in this
area holds significant potential for advancing the
field of Al in medicine.

Limitations

Knowledge-intensive Benchmarking Recent
studies tend to evaluate large language models us-
ing knowledge-intensive tasks e.g. multiple-choice
questions (Hendrycks et al., 2021; Huang et al.,
2023). We argue that such benchmarking perfor-
mance highly depends on the foundation models,
which is unaffordable for us in terms of computing
resources. Therefore, we leave it for future work.

HuatuoGPT for more Languages Our models
are specific to Chinese, where healthcare inequality
in China is a significant issue. We wish it could
leverage high-quality medical resources in first-tier
cities and then distribute it via online HuatuoGPT
to rural areas. We will release new versions in
other languages following the same philosophy of
HuatuoGPT.

Ethic Statement

Data Collection In our study, we relied solely
on publicly accessible datasets and did not utilize
any in-hospital data. Details can be found in the
Methodology section. To address potential privacy
concerns, we meticulously reviewed the dataset
to ensure the absence of any private or sensitive
information. Our commitment to data privacy and
safety is unwavering. We greatly value the ethical
handling of information and are grateful for the

scholarly community’s diligence in upholding these
stringent standards.

Compensation and Ethical Collaboration with
Medical Professionals We collaborated with
three esteemed doctors, including a chief physi-
cian, whose expertise and insights were invaluable
to our work. Each of these doctors was compen-
sated at a rate of 200 RMB per hour for evaluations,
culminating in a total of 800 RMB. This compen-
sation rate aligns with the prevailing local salary
standards and has been determined to ensure that
their specialized knowledge and time are fairly re-
munerated.

Concerning Accurateness of Medical Advice
We emphasize the potential risks associated with
generation-based medical consultation. The main
concern lies in the challenge of verifying the accu-
racy and correctness of the generated content. In
the medical domain, the dissemination of mislead-
ing information can have severe ethical implica-
tions. Although generative QA has shown promise,
especially with the success of models like Chat-
GPT, they are not yet prepared for real-world
deployment in the biomedical domain.

While generation methods currently hold great
potential, it is important to exercise caution and
prudence before deploying them in real-world ap-
plications. Further research and development are
necessary to refine these models, enhance their
accuracy, and establish robust mechanisms for
accurateness-checking and error correction. Only
through scrutiny and continual improvement can
we minimize the risks and ethical concerns associ-
ated with generation-based medical QA.

Autonomy We respect the principle of auton-
omy for Al The decisions made by our LLMs are
not intended to replace doctor decision-making pro-
cesses but rather to augment doctor capabilities and
offer additional insights.

To demonstrate that the effectiveness of our pro-
posed method is independent of the scale of the
backbone, we also used Bloom-7B 1-mt as the back-
bone for the internal evaluation for comparison, as
shown in Table 10 in App. J. We acknowledge its
license and won’t release the Bloom-based model.
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A Methodology details
A.1 Distilled Instructions from ChatGPT

Deriving from previous work, we use self-
instruction to generate the instructions from
ChatGPT with the medical seed instructions
we manually build and well-designed roles

or use cases. The prompt is shown below:

ik & Rk it20 TR B &, H54,
N>R, F— ARG, AT RA
A OPTH By MR A 435 A F 0 35 4
5 AT RGA ARG A
%J

2]

47-\-

1T.AGTUREK, FEREFHTH R &
RREAWGE, RET AL EFSAT, 4
Yool AAE A .

2. AN AU BA R B A S HAY, AR
AR ZAESHL FHEARELREL, Ui
KIRFE IR G S HM . FAN845 R %ZCPTIE
TR TRGFR, FEEREHEAR
TR F A M43, 1545 R %A1524
HEKRE, BT AZE# 46, LT E 5N
&4 BRE A — A 4L &, placeholder:
Bldm« T @EAN"REEAD", N FHRELE
Z

3N IR A A BRG] T, LT
FRMERNE, BARATRRZR, F2A
—NERGMARRE, MATRERA —
MNEFER A LML, A RAFR/G— R 8
X MEGEBRRGAR . MARTREA
H200%F -

4.8 FBAFMAKRSZETLY, AL, 15
LSRN T RER . AR LAFR, HR
EREACRHEAN . AATAAZ
20N FEL T .

Translation:

You are asked to design 20 different triplets
of<characters, instructions, input>. The first line
is the character, the second line is the instruction
that the character wants GPT to help him improve
his work efficiency, and the third line is the corre-
sponding input for the instruction. requirement:

1. The role can be very specific and needs to be
related to the medical scene. If it is a doctor, it can
even be refined to the medical department, such as
"respiratory physician".

2. The description of each instruction should be
diverse, and the types of instructions should be
diverse. Verbs should be avoided as much as possi-
ble to maximize diversity. Each instruction should

be something that the GPT language model can
accomplish, unable to generate and draw images,
unable to read audio and webpage links; Instruc-
tions should be 1-2 sentences in length, which
can be either command sentences or interrogative
sentences; Instructions usually have a placeholder,
placeholder, such as "this below" or "some", and
the "input" field will be specified.
3. The input should be a specific example of the in-
struction, providing real substantive content, as the
instruction may be empty and need to be qualified
with a specific input. The input should not be just
a link or file name, or an unspecified ’paper’, but
rather specific content. It is recommended to input
no more than 200 words.
4. The roles, instructions, and inputs are mostly
in Chinese, and the roles, instructions, and inputs
should not be repeated. Instructions are mandatory,
please provide roles and inputs as much as possible.
Input can be empty

The list of 20 triples is as follows:

Different from the original self-instruction, we
generated role-enhanced instructions and they will
be used to generate the output with the following
prompt.

BARARE— % 2% F F 4 [Medical Rolels &
HEHSTEFAHCLL@GEE, FHE
REmFEFY, FFLXEXER WRELERA
RABAR R 0913 BAIWT, 1R & R IFMbAR X 9]
A . m BEGH &G, RESS T i— L5t
BIFEIL o do R EF R

{Question}

Ma, Rewi.

Translation:

Assuming you are an experienced [Medical Role],
you will provide very patient and comprehensive
answers to patients, and your tone will be gentle
and friendly, which is very popular with patients.
If the patient does not provide you with enough
information to make a judgment, you will ask them
relevant questions. And at the end of the diagnosis,
you will also give him some additional advice. If
the patient asks: Question you will answer:

A.2 Distilled Conversations from ChatGPT

We show prompts used for patient LLM and doctor
LLM. Prompt for patient LLM:

"HuatuoGPT % At [ & % 14 = 1548 % 89 19 4
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HIRAERX A NS ERIR, BERIGFE 2
hR—, FoRIGFBERTHRAESE. RED
"§\°

${medica1 case}
RINA FEA Y 2% 4 RO F B . A/ L

Translation:

You are a patient, and here is your condition, you
are consulting the HuatuoGPT Al doctor about the
relevant conditions of your illness. Please remem-
ber that this is a multi-round consultation process,
each inquiry should be more refined, and the first
inquiry should be as simple and as little content as
possible.

${medical_case}

When you think the whole consultation should be
over, please say: Goodbye.

Prompt for doctor LLM:

ThE—L2BFEOEL, 2 EL% T
T HedgEE, KT XNBEEL, FH
BAEEED, FRTELER, HEFGN
FMER RO FmEARHY . wREFRAR
PR 956913 & F 2A BT 4%&@%%%@@
RRIE 513 &R BB, BUR SRR
b Al — AR SN E tm G L . 1&,ﬁR%
BRBHOHBZEZAEPAR I RGMF XM
.

%%ﬁ&ﬁﬂw%% SWT. FAE B ERE S
& 5% 't'fa S u/é\ﬂéﬁ‘ﬁ/\]—ﬁ/a RV .
${doctor_diagnosis}

Translation:

You are an experienced doctor who gives patient
and comprehensive answers to patients. You speak
like a doctor, and your tone is gentle and kind,
which is popular with patients. Your responses
to patient inquiries should be more detailed and
helpful. If the patient does not provide enough
information for diagnosis, you should ask them
related questions to get more information for di-
agnosis. After making a diagnosis, you will also
give them some additional detailed advice. Please
note, you can only receive the patient’s description
and cannot view materials or attachments such as
images.

If you cannot make a clear diagnosis, please ask the
patient for more information about their condition.
The final diagnosis results can be:

${doctor_diagnosis}

A.3 Real-world Instructions from Doctors

In the experiment, we collect real-world question
answering data from web and sample a set of high
quality question-answering pairs used for training.
Every pair is refined by LLMs. The prompt is
shown below:

<BHFA>: ${Patient_Question}

<E & %% >:${Doctor_Response}

1% ZHuatuoGPTA L& A E A, AT & H 6919
M, HHRAFEDEREFEFGHNAL EE
5, a7 XE4EL, HFHBRIERLZEW,
HEHGHERED R T FmE A, A
Zifde REZ AR GW EZ KRB, TrEAE
¥ &2 EEP -

<HuatuoGPT®l £ >:

Translation:

<Patient Question>:${Patient_Question }
<Response Reference>:${Doctor_Response }

You are HuatuoGPT AI model, based on the pa-
tient’s question, please refer to the response and
then give a reply to the patient’s question, speak
like a doctor and have a gentle and kind tone, re-
ply to the patient’s query in a more detailed and
helpful way, and ask the patient for more informa-
tion if necessary if you cannot clearly diagnose the
patient’s disease.

<HuatuoGPT Response>:

A.4 Real-world Conversation from Doctors

The same as real-world instructions. Real-world
conversations have to be refined by LLMs. The
prompt is shown below:

RAEZE—LEST KER, KRGS MHRH—B
BRERAMNE, HAEAG T XBEERXAT
SaxtiE, TRBRALGESF KA tE . &K
BogaiE FH AR AAT &R
FEEMET, ERATHHEE.
2. G 2 EZ B AR
3EARE T HAGEAFZL, EAR
J’ KB, BRAFBERANAL S
VAT &1 R % .
${dialogue}
HHES EG T E, PAARBR RO
f&&ﬂl)ﬁ

Translation:

You are now a medical language model and I will
provide you with a dialogue between a patient and
a doctor. Please modify the following multi-round

—%E
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dialogue in the same way as a doctor into a dialogue

between a patient and a medical language model.

The refined dialogue needs to meet the following
requirements:

1. Be more informative, but do not change the
diagnostic information.

2. Preserve the logic and order of the dialogue.

3. Modify the doctor’s information that appears in
the dialogue. The doctor is now a medical language
model, which does not have affiliated hospital and
personal information.

The content of the dialogue is shown below:
${dialogue}

Please give the modified dialogue directly, in strict
accordance with the original format and order:

B Prompt for Mixed feedback

The prompt for Mixed feedback is shown as below:

Here is a conversation history:
[Historyl

${History}

[End of History]

Here is the final question and the
standard answer:

[Question]

${Query}

[End of question]

[Standard answer]

${Doctor_response?}

[End of standard answer]

Based on the conversation history, user
question, and standard answer,

please rate the following two AI responses
on a scale of 1 to 10,

considering accuracy, conciseness,

and similarity to the standard answer.
Please provide the ratings in the
following format: "Rating A: [scorel;
Rating B: [score]”.

[Assistant A]

${Response_A}

[End of Assistant A]

[Assistant B]

${Response_B}

[End of Assistant B]

C The Details of Hybrid SFT Data

The details of hybrid SFT data is shown in Table 3.

D Prompt for Auto Evaluation

The prompt for auto evaluation is shwon as below:

[Assistant 1]

${Response_A}

[End of Assistant 1]

[Assistant 2]

${Response_B}

[End of Assistant 2]

[System]

We would like to request your feedback on two
multi-turn conversations between the Al assistant
and the user displayed above.

Requirements: Focus on the AI’s response in the
conversation. The Al assistant should act like the
doctor using the tone, manner, and vocabulary the
human doctor would use. It should be to the point,
without unnecessary elaboration or extraneous in-
formation. The AI assistant should respond ap-
propriately to the user in a manner that helps to
progress the conversation. The description of symp-
toms should be comprehensive and accurate, and
the provided diagnosis should be the most reason-
able inference based on all relevant factors and pos-
sibilities. The treatment recommendations should
be effective and reliable, taking into account the
severity or stages of the illness. The prescriptions
should be effective and reliable, considering indica-
tions, contraindications, and dosages. Please com-
pare the performance of the Al assistant in each
conversation. You should tell me whether Assistant
1 is ‘better than®, ‘worse than‘, or ‘equal to‘ As-
sistant 2. Please first compare their responses and
analyze which one is more in line with the given
requirements.

In the last line, please output a single line contain-
ing only a single label selecting from ‘Assistant 1 is
better than Assistant 2°¢, ‘Assistant 1 is worse than
Assistant 2, and ‘Assistant 1 is equal to Assistant
25

E Training Details

Our model is implemented in PyTorch using the Ac-
celerate® and trlx” packages with LLaMA (Touvron
et al., 2023) as the base architecture. We initial-
ize the model parameters using Ziya-LLaMA-13B-
Pretrain. It was a LLaMA-13B model continue pre-
trained on a massive Chinese corpus, which enables
it better follow Chinese instruction and store more

8https: //huggingface.co/docs/accelerate/index
9https: //github.com/CarperAl/trlx
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Chinese knowledge. We leverage ZeRO (Rajbhan-
dari et al., 2020) strategy to distribute the model
across 8 A100 GPUs for training. In the supervised
fine-tuning process, we set the learning rate, batch
size, and maximum context length to 5e — 5, 128,
and 2048, respectively. All models are trained for
3 epochs and weights performed the best on the
validation set are saved. During the reinforcement
learning process, we only update the parameters of
the last two layers. The entire process encompasses
16, 000 steps, undertaken at a learning rate of 1e—6.
‘We establish a rollout size of 64, chunk size of 8,
and 4 PPO epochs. The initial kl divergence co-
efficient is set at 0.1. In addition, to enhance the
model’s conversational and instruction-following
capabilities in the general domain, we have incorpo-
rated Chinese instruction data (the Chinese Alpaca
dataset (Peng et al., 2023) and conversation data
(ShareGPT!%). This enhances the model’s ability
to effectively understand and generate responses
in various conversational scenarios and accurately
follow instructions across different domains.

F Evaluation Guidelines for doctors

In the manual evaluation of the HuatuoGPT, we
think that the following three aspects should be
considered, particularly in medical consultation
and medication prescription, and take them as the
guidelines for evaluation:

Diagnosis accuracy. This aspect evaluates the
model’s accuracy and comprehensiveness in diag-
nosing patient symptoms. Evaluators are provided
a set of medical cases or symptom descriptions
and assess the correctness, relevance, and reason-
ableness of the model’s diagnosis. Comparisons
can be made with assessments made by medical
professionals to ensure the model’s accuracy.

Treatment recommendation accuracy. This
aspect assesses the accuracy and appropriateness
of the model’s treatment recommendations for pa-
tients. Evaluators are provided a set of medi-
cal cases or symptom descriptions and evaluate
whether the model’s treatment recommendations
align with medical knowledge and real-world ap-
plications that are effective and reliable for the
patient’s main condition and problem.

Medication knowledge and prescription accu-
racy. This aspect evaluates the model’s understand-
ing of medications and the accuracy of its prescrip-

Ohttps://huggingface.co/datasets/philschmid/
sharegpt-raw

tion recommendations. Evaluators are provided a
set of medical cases or symptom descriptions and
assess the accuracy and reliability of the medication
recommendations based on medical knowledge and
guidelines.

G Details of Evaluation

We present detailed evaluation scores correspond-
ing to each category in Table 4 and Table 5. Sam-
ple responses from four models for ablation study
are shown in Table 9.

H Details of Popular Medical Language
Models

The details of popular medical language models
are shown in Table 6.

I Cases

I.1 Single-turn Question Cases

Single-turn question cases are shown in Table 7.

1.2 Multi-turn Question Cases

Multi-turn conversation cases are shown in Table 8.

1.3 Ablation cases

Ablation cases are shown in Table 9.

J Evaluation on Other Backbones

Using the same method and data described in this
paper, we have also conducted a simple study
on Bloom-7B1-mt and compared the performance
with ChatGPT on human evaluation, which is
shown in Table 10. This shows that even with a
much-smaller backbone model, HuatuoGPT could
also achieve competitive performance with Chat-
GPT. The philosophy of HuatuoGPT is effective
regardless of which backbone to use and how large
the backbone is.
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Data Sources Scale Description Example
. ChatGPT | 61,400 Medical instructions generated | User:#L & & &t 4/ & F K A7 89 & th o
Instruction . . . . iy
with self-instruction. Seed in- | &7
structions are manually written. | Doctor: £ /£ &F RATe) K hibE ¥ . F
PATAT LA F 3
1. THRBERANKRE: THRHEANRKRE, &
BHRERE . FAL . HHEHL . ik
B EE, MEFEFARAREAHEF RS
N
2. #ATHRARE . #ITE @%ﬂ‘%#“*‘
BRENELZ.HRE. AE . wF .
Doctors | 69,768 Single-turn medical consultants | User: #& A& ¥ /& f JE 160-90.% "2 T 4 & |
in real-world scenarios, in which | & %°? 2B atE8i & . £B11A2 & - &
the doctor’s response is more spe- | A ¥& fk % f B 160-90. 7% 704t 4 T & 252
cific and can address the user’s | Doctor: B4R 6942 Bl 4% &, 484572
medical concerns. R, RAE, #BRIR . 2 /E160-90. fo /& 9%
B, FRLVESEL . BBIEL - i
B o TIRARAREA], = F KK ET
AEH R, = FRIKH TR SR8k,
’ffi }]@JE*&'{SZ}J ﬁ%ﬂ'}i} Tﬁ%'bﬂuﬁl%
Jh. ERFGER .
Conversation ChatGPT | 68,888 Medical multi-turn conversations | User: #& 78 ] — —F Kk, RAR=KR)E,
‘ are created using two ChatGPTs: | FWREFRLTHF, REATFR?
one acting as the patient and the | Doctor: #&4F | R & 6942 18 . & 652 K
other as the doctor. The conversa- | T it 5 %/ JL& 48 % - 45 )L A& £ — A
tions are based on real-world pa- | % W89 ILE &, & B A ALEF K FH
tient cases and their correspond- | H7H A Z 5] A2 . BHYER B4
ing treatment. 1. R#n2 2k ehF
3. O A RCRMRIRA KB
4. RAE—FLAZSKRES ..
User WHRER! BMTYHILAK T H LA
ey RIWMARE, RS FHXLR
ug. ‘)
Doctor: T4 ILEH, mERRAEFE
% R e AL A T A ’51 AT, A2ZAH
AAstig b W . 15’-4’45,] Fjll‘t‘F B H T A8
R—FFELRE, CiExthmERE
Sl A HF .
Doctors 25,986 Medical multi-turn conversations | User: #ik F & F Ki#AEE - 3L F 8.
in real-world scenarios. Conver- | Doctor: 1%4F. A4t 2 BiLG? KT AN
sations include multiple rounds | ¥R 3 % # 8 . & ] & P 0F 694k & T I}

of questioning by doctors and
continuous questioning by pa-
tients.

B AR e 4P AR ] I EAR Y ALk S Ae B E 5 é’J
1% 90 & dm Ao 2 T’E @ 8GR & EH
7,2

User: FHEEXARERZAKILE, RE
B AR —A. BFGEAAALEELXK
B aAE R . R — AR BLIF KA 69 2R @ B3 1A
B AHCHI A Bk = &%, X LHR LI B Fe o

Doctor: #8694 . &%, #EEAR
R A Sa e LB AR S, A8 R 4 T 6 25 %

e, R EKRGFTREART O
3L, 8RR BKRELF BN &
BB ISR MR bR AR R T @ERAEE, —
R ER . AR+ E;4IGIRAE S
3)’}&‘:‘:1?13'!195{?/7]4\ BOR - gﬂk‘?ﬁ F A8y
HEmfE, A LTEEFINF ...
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Table 3: The Details of Hybrid SFT Data.




Category o eTe . DoumGIM. ZinllaMAMSS  ChaGides | Comcer o GPT4
Efficac 10/0/0 10/0/0 6/1/3 5/3/2 4/1/5 71271
y (9/1/0) (9/1/0) (5/31/2) (3/3/4) (3/4/3) 4/1/5)
Medical Expenses 10/0/0 9/0/1 7/112 4/4/2 8/1/1 71271
penses (10/0/0)  (8/2/0) (7/2/11) (5/411) (3/6/1) @/r1/5)
Conseauences Descriotion 107070 10/0/0 4/0/6 4/2/4 3/3/4 1/2/7
q P (8/0/2) (9/1/0) (6/0/4) 4/3/3) (3/413) Q/1/7)
Medical Advice 10/0/0 10/0/0 4/3/3 4/0/6 2/4/4 3/0/7
(8/0/2)  (10/0/0) (8/0/2) (3/4/3) (1/475) (3/1/6)

Indicators Interoretation 10/0/0 8/1/1 7/0/3 5/2/3 9/0/1 4/11/5
P (9/1/0) (8/0/2) 4/0/6) (6/0/4) (5/213) 0/1/9)

Treatment Plan 10/0/0 10/0/0 3/3/4 2/117 3/4/3 3/1/6
(10/0/0)  (9/1/0) (3/51/2) (5/213) (5/0/5) (3/3/4)

Precautions 10/0/0 10/0/0 5/1/4 5/1/4 3/3/4 2/0/8
(10/0/0)  (10/0/0) 6/212) (3/215) 6/0/4) (1/5/4)

Disease Descringion 9/1/0 9/0/1 2/4/4 5/2/3 5/1/4 21375
p 8/1/1) (7/1172) (2/216) (2/315) (1/6/3) (3/215)

Etiological Analvsis 10/0/0 10/0/0 6/0/4 4/0/6 5/1/4 0/3/7
g y (10/0/0)  (9/0/1) 4/3173) 4/472) (2/4/4) (1/475)
Condition Diasnosis 9/1/0 9/1/0 6/0/4 5/3/2 5/3/2 21375
& 9/0/1) (8/210) (5/213) 47274 6/2172) (1/5/4)

98/2/0 95/21/3 50/13/37 43/18/39 47/21/32 31/17/52

Overall 91/3/6) (87/8/5) (50/19/31) (39/27/34) (35/32/33) (22/24/54)

Table 4: The detailed results of the single-turn question evaluation. The top value is #votes from GPT-4, and the
bottom blue value is #votes from doctors. The value indicates the outcome as "Win/Tie/Loss".
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HuatuoGPT v.s. HuatuoGPT v.s. HuatuoGPT v.s.  HuatuoGPT v.s.
Category

DoctorGLM Ziya-1.LaMA-13B ChatGLM-6b ChatGPT

. . . 47170 47170 5/0/0 3/1/1
Traditional Chinese Medicine 210/0) (1/0/1) (1/0/1) (1/0/1)
Obstetrics 5/0/0 3/171 47071 3/0/2
(2/0/0) a/0/1) (1/1/0) 0/0/2)

Pediatrics 5/0/0 47071 47071 3/0/2
(3/0/0) 2/0/1) a/1/1 2/0/1)

Internal Medicine 5/0/0 47071 47170 3/0/2
4/0/0) (2/0/2) 0/1/3) (3/1/0)

Stomatology 5/0/0 3/0/2 2/1/2 1/2/2
(3/0/0) 1/270) 2/0/1) (2/1/0)

Surgery 5/0/0 3/0/2 3/0/2 3/0/2
(2/0/0) O/1/1) 0/0/2) 0/1/1)

. 5/0/0 47071 3/0/2 3/0/2

Obstetrics and Gynecology 2/0/0) (1/0/1) ©/1/1) (1/1/0)
G ) 47170 3/1/71 3/1/1 2/1/2
ynecology (2/0/0) (1/1/0) (1/1/0) (1/170)
Cardiovascular Medicine 4/0/1 3/0/2 3/0/2 3/0/2
(2/0/70) 0/270) (2/0/0) (1/1/0)

General Surgery 5/0/0 47071 4/0/1 3/0/2
(3/0/0) 0/0/3) (1/0/2) (1/0/2)

Urology 5/0/0 5/0/0 3/0/2 47170
(3/0/0) 1/270) 2/0/1) (2/1/0)

Gastroenterology 5/0/0 3/0/2 2/0/3 47071
(1/0/0) (1/0/0) (1/0/0) (1/0/0)

Andrology 5/0/0 47071 47071 47071
Aa/1/0) O/1/1) a/0/1) a/0/1)

Dermatology and Venereology 3/070 5/0/0 4/071 4/071
(3/0/0) 1/270) A/1/1) a/1/1)

Dermatology 5/0/0 47071 47170 5/0/0
(1/0/0) 0/1/0) (1/0/0) (1/0/0)

Ophthalmolo 5/0/0 3/0/2 2/2/1 4/0/1
P gy 2/0/1) (1/0/2) (3/0/0) (1/0/2)
Neurology 5/0/0 4/0/1 1/212 2/1/2
(1/0/0) 0/0/1) (1/0/0) 0/0/1)

Neurosurgery 5/0/0 3/0/2 3/0/2 2/0/3
(5/0/0) 4/0/1) G/1/1) (3/0/2)

Pevehiatr 5/0/0 47071 47071 3/0/2
Y y (2/0/0) 1/1/0) 1/0/1) (2/0/0)
Orthopedics 5/0/0 5/0/0 47071 3/0/2
4/0/0) (3/1/0) (3/0/1) (3/0/1)

Overall 97/2/1 75/3/22 66/8/26 62/6/32
48/1/1) (21/14/15) (26/7117) (2718115)

Table 5: The detailed results of the multi-turn question evaluation. The top value is #votes from GPT-4, and the
bottom blue value is #votes from doctors. The value indicates the outcome as "Win/Tie/Loss".

Model Name Language Base Model Training Dataset Dataset Size
Med-PaLM2 - English PaML2 (340B) MultiMedQA 193k
ChatDoctor English LLaMA (7B) HealthCareMagic-100K, iClinig-10K 110K

Visual Med-Alpaca English LLaMA (7B) MEDIQA RQE, MedQA, MedDialog, MEDIQA QA, PubMedQA 54K
MEDALPACA English LLaMA (7B/13B) Medical Meadow 160K
DoctorGLM Chinese ChatGLM (6B) CMD., MedDialog, ChatDoctor, HearlthcareMagic 4.4M
BenTsao Chinese LLaMA (7B) CMeKG-8K 8K

Table 6: The Popular Medical Language Models Training Data Sources and Model Specifications.
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User:
TEORRKEE2LH o277
(Why is there blood on the baby’s white eyeball?)

BenTsao:

EETHREALLMRK EARE, ZERMAELBITRERET .

(Your baby may have simple supraocular hematuria and a visit to the ophthalmologist is recommended for examina-
tion and treatment.)

DoctorGLM:

RAF RIBEIR G RE,F B R RES ARG, —RIFHIFRRABRRA XAGTAORME X, F 4275757 K
KEERE T BRBMERY, S BKRREEEN

(Hello, according to your account, consider the inflammation caused by the general and local pathogenic infections
are related, you can take oral Amorin, metronidazole treatment try, pay attention to rest, do not stimulate food, drink
more water, slowly will improve.)

Ziya-LLaMA-13B:

847, ZENEARRKEENLTREG T SARE AN . FLOREGE:

1 SBE . SEBRIBRERMHN, TUSHEE A f K, AMARLAGRKERALEREE
i .

2. AERAR: kEMERA BT Zok . ARFEDEHEARARF TR, FRORRKEEA b2,

3. 2 RERL: wRERBEALEER, HleRbh. ShEF, LTRYARSEE. FHERKE
e U
RUEBFEZEXERRKY, EEASESLST . AN, ZERFRFOARIT, BLIEAR, K
R, BRI -

(Hello, the appearance of blood on your baby’s white eyeballs may be due to a variety of causes. Common causes
include:

1. Conjunctivitis: When the conjunctiva is infected or irritated, it can lead to conjunctival congestion and edema,
which can manifest itself as red or yellow blood on the white eyeball.

2. Overuse of eyes: prolonged use of electronic devices, reading books and other activities can easily cause visual
fatigue and dryness, leading to bloodshot eyes on the white eyeball.

3. Overall health condition: If your baby suffers from other diseases, such as anemia and high blood pressure, it
may also affect the eye health and lead to bloodshot eyes on the white eyeballs.

We recommend that you take your baby to the hospital so that the doctor can treat the symptoms. At the same time,
pay attention to maintaining good eye habits, avoiding excessive eye use, ensuring sufficient sleep, and enhancing
physical fitness.

ChatGLM-6B:

EEGRF L BN D2 TiAEDSHRRAI ALY AT E—EF LGRE:

1. B34 R S E MR R RIA R RRA B, 2 S BORS > S Odsh . AL BF X AL
LR B IUR ) -

2 BB EBRRR—AF NORIRA,BEXFBRE LTS AR GRRLEEA L2 .

3. AHMUEBR P REZGRFLZAFHLEY . KL W ELFHR T L FHRE LD
L AR EGREERR b2,

4. IRBEE A\ 4G RBE LT AL 2 146 5] 2 RO IRIR A 3,31 A St Ae B8, 5 BURI k438 5 AR BRIk b
U

5. ARMRES R AREBESRR—FF LG EILRK, & FBRE R HORA Pk, 3 BRI b4
¥% UERGRKEEEN AL .

W REZRGGRKE BT o 2 WA E LRAE A $# AT & A4 W05 Com B IR R IR & 8 76 57
H#7

(Blood in the white of your baby’s eyes can be caused by a variety of reasons, the following are some common
causes:

1. Blocked tear ducts: When the tear ducts are blocked, tears cannot drain smoothly, which can lead to increased
eye discharge, including blood. This phenomenon usually occurs in newborns or infants.

2. Conjunctivitis: Conjunctivitis is a common eye disease that usually leads to increased eye discharge and blood in
the white of the eye.

3. Allergic conjunctivitis: If your baby’s eyes are allergic to pollen, dust, animal hair and other substances in the air,
it can lead to increased eye discharge and blood in the white eyeball.

4. Eyelashes backwards: Eyelashes may be inserted inside the baby’s eyeballs, causing irritation and friction,
resulting in increased eye discharge and blood on the white eyeballs.

5. Congenital blockage of the tear duct: Congenital blockage of the tear duct is a common neonatal condition that
causes tears to not drain smoothly, resulting in increased eye discharge and blood in the white of the eye.

If your baby has bloodshot white eyes, it is advisable to seek medical attention, so that the ophthalmologist can
examine and diagnose the cause, and take appropriate treatment measures.
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ChatGPT:

EEZORREERA L LTREEGTATRA

L3 A6 R Rz F B ESZ, ady ki LRRERA L.

QRG, Hlde tEIES . AR L IRE . RMRR A GFERF LA . b S . RRFEK.

3.REME F S B AR A

4. FIRIE . KEFEAMEA BT > RAKARKIZRFFEIL, THRILREFETE, SELES K.
WREAAZZRREEEA D2, ZRUAR—AKR, WREAFERIE, REMERER, 2 h T
M. REFARMF, LANKE. A, RERFEE, BRRPIHRALARFTLREEL.

(Blood on baby’s white eyeballs may be due to the following reasons:

1. Intense crying or coughing causes the eye pressure to rise and blood vessels to dilate causing blood to appear on
the eyeballs.

2. Infections, such as conjunctivitis, keratitis, trachoma, etc. These diseases can cause symptoms such as redness
and swelling of the eyes, increased secretion and pain.

3. Stasis of blood due to eye injury.

4. Dry eye disease. Prolonged use of electronic devices, long periods of time without closing or blinking the eyes,
etc. may cause dry eyes and lead to dilated blood vessels.

If you find blood on your baby’s eyes, it is recommended to observe for one or two days. If the situation persists or
worsens, or if it is accompanied by other symptoms, such as loss of vision and eye pain, you should seek medical
attention promptly. It is also important to maintain eye hygiene and avoid eye injuries or overexertion.

GPT-4:

ZERKEEALTHRESARAFH . ATE-EF LG TRE X .

LIRFES: wREZRHEACM . TFARAE, BTRFERIPIER Y, dm5lRLRELDY
wEY K, FAHRKEG D2 .

2. BRERAS: ME . bk SRS FMTR SR, Amjl LRF AL, ZFAARL.
3CIREAFIR: TARAEATHR . K AN WA F B FA TS BRI TIR, N5l RIRPE L, RAA
i 2 .

4 B wRERGRFHALA . AR . 2D S FER, TRAD TOAREFRETE.
5% REZGRFZE TRE . SGFEHERGE, LTRIBERERXOGLETHL, 2NN A
.,

ARA2HN, wREZGRFEATRAE, BURRRE, FRELGEFEL. LLTHALM .
BT ik S FaRRE, TREERNGETEST .

(Bloodshot eyes in babies can be caused by a variety of reasons. Here are some common possible factors:

1. Eye fatigue: If your baby watches TV, plays on the phone or reads for a long time, it may lead to excessive eye
fatigue, which in turn causes the blood vessels on the surface of the eye to dilate, manifesting as bloodshot eyes.
2. Eye irritation: Smoke, dust, and allergic reactions may cause eye irritation, which may lead to eye congestion and
manifest as bloodshot eyes.

3. Ocular dryness: dry indoor air, prolonged computer use and other factors may lead to eye dryness, which may
trigger eye congestion and manifest as bloodshot eyes.

4. Infection: If your baby’s eyes show symptoms such as redness, pain and increased discharge, it may be due to a
bacterial or viral infection.

5. Injury: If your baby’s eyes have suffered physical injuries such as bumps and scratches, they may also cause the
blood vessels on the surface of the eye to rupture and manifest as blood streaks.

Whatever the case may be, if your baby’s eyes appear abnormal, it is recommended that you seek professional
medical advice as soon as possible. In particular, symptoms such as redness, swelling, pain, and increased discharge
may require prompt medical treatment.

HuatuoGPT:

FEOFK B RABQEERNENRE . RBEHZOFER, Z2YRFIDEAT h2, Th
% ﬁl%ﬁ'@ FlAeey . AFRENGFEERZLERRRARRKFRIFKRD, LTHRELHMER K FFRE
ATEFRFHE, KB FR-—LMXEE. ¥4 ZZHEEREFEFHMEA L. . HHERF
HHR? LR, ZEEBRE FhM? e AL LA A LTERER, iemdk . R
o

ERHNESREEE, RBERIRBIAKGENERZTE. AN, ZNEREFEEZHFERAERR
Y, MEEARTEARERGE, FRCEEGBT . AEZEZZFHRR!

(Hello, dear parents! Thank you for asking me this question. According to your description, the appearance of blood
inside your baby’s eyes may be caused by a variety of reasons. One of the most common causes is eye diseases such
as conjunctivitis or keratitis, which may also be related to respiratory diseases such as allergic rhinitis.

In order to help you better, I would like to ask some related questions. First of all, has the baby been exposed to dust,
pollen, animal hair and other allergens frequently since birth? Secondly, how is the baby’s sleep quality? Are the
eating habits healthy and balanced? Are there any other uncomfortable symptoms, such as cough, runny nose, etc.?
After getting more information, I will try my best to provide more specific suggestions and treatment plans. In the
meantime, I suggest you take your baby to a regular hospital in time so that the doctor can conduct a comprehensive
examination and diagnosis and make a reasonable treatment plan. I hope your baby gets well soon!

Table 7: Sample Responses of Single-turn Questions.
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Description:

A R A

AERE . RASFERZRAABZLT AN PREFFERS, MR BT, KRAZAARKLT, AT ILK
B, HRFT, RAZBLTF IR DAAZRLT, LHRILVKEZFHNFEFIL. BERRAZTH Lt
G RFERE—HLL i, ERERERE, —HT RRZTFRABLRRGIK, 2FRINE 0, FH, EHES. R
Mo B, B, WRIGEERBERG—ERB—HOGEE, FERARRLLZLH, AT LR RPE
B O(ERTFAABRY) A FHLEE, ERESREAFEIAREET, BEAFB AR RA G L L.
PR LS, (2B R TIFAFT — R, Bl AR A G REBWRRKAL, BELTRTHABRLE
B T—2RHE T, FECHR), PRERORATNENAXZTRTEEE, FEORBELHKTAZBIEFTTA,
HEFIREMEM LA, BE—LRRLFET . BHLES

ARRGGR . RIHG? TFRMH G HD?

EREX . —AR

RERRBRAGOPR . FRG, &

BRI vRATFHEEE. BREADRA . TRARRBRBERAL TRAMTEOMILET, 1R2K. o2
ok ERREEIR2K, LRFE, INAINGR

(Disease: Skin Allergy

Description of the condition: Initially, we took the child to the hospital because he kept scratching his lower legs and
arms, causing them to bleed. The doctor said it was due to dry skin, and prescribed Er Fu Kang lotion. After using it, the
condition improved. However, recently the child started scratching again. We initially thought it was still due to dryness
and continued to apply Er Fu Kang lotion, but it didn’t help. Later, we found something similar to goosebumps on the
child’s skin, which wasn’t red but itchy. Whenever he took off his clothes, he started scratching severely, often causing
bleeding. This happened on his arms, back, waist, buttocks, legs, and the back of his neck. After scratching, a thick layer
would form, similar to ringworm. The doctor at the hospital said it was an allergy and prescribed Fu Le skincare cream
from Peking Union Medical College Hospital (we started applying it yesterday afternoon) and Desloratadine syrup. But
today it seems to have worsened, with patches of red appearing on his legs. When he was young, he ate shrimp, but
after his skin condition worsened, we stopped it for a while. When we tried again, he developed bumps all over his body,
so we dared not feed him shrimp anymore. After eating eggs, bumps would appear around his mouth but they would
disappear after a while. He usually eats very little, but four days ago when we visited a friend’s house, he grabbed a raw
egg, and frighteningly, his mouth was filled with bumps, and wherever his hand touched, bumps would form. However,
they disappeared after he woke up from sleep.

Help needed: Is this an allergy? Do we need to use other medicines?

Duration of illness: Within a month

Summary of the condition: Urticaria, Eczema

Advice: Take Desloratadine syrup orally as per the instructions. Apply Fu Le cream or Hydrocortisone butyrate cream
twice a day. If necessary, take Yu Ping Feng granules orally twice a day, half a pack each time, one course of treatment
lasts for one month.)
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DoctorGLM:

A RREBAT ABRERGER, EARTRLZIH, ATAXRPORAFPEFFBILTECEL, 245
RAIJERIFARERA4T5, HFEEFRRAR G HD? 2R 2 - ALHI| A6

(Patient: I have recently developed itchy skin and my doctor said it might be an allergy. I was prescribed Skin Care Cream
and Desloratadine Syrup from Peking Union Medical College, but today I found that my symptoms don’t seem to be
getting better. Does it have to be caused by allergies?)

DoctorGLM : #RIBAR 69 423k 4 /& L Ik 455] R H L o B0 AL G Yo REA KEELEC. FHHA
SN H B RMNFHWET P TREMRET - PG EF e F MR D ARG F X RWRT A%
T BRE A A LR RE BRI KL G R EA RGN, NP EAH B, EER!
(DoctorGLM: According to your description, it is a case of skin allergy. It is recommended to take oral anti-allergy
medication such as paracetamol tablets or vitamin C, calcium and topical glyburide lotion to restore health. The condition
can be relieved by preventing the reoccurrence of spicy and irritating foods and seafood. The above is a suggestion for
"the recent itchy skin problem", hope you have help, wish you good health!)

A e, ARE BRI . F R R RELERCERER LS A AN, PHERAMNTEZEAMLA
R? REFRFERERAKY?

(Patient: Yes, thank you very much for your advice. How long do the paracetamol tablets or vitamin C need to last? Also,
what do I need to do with the stove glycolic lotion? Do I need to go to the hospital for another visit?)

DoctorGLM : RIEH AL RA B L ZZETIHR L FHOFRAGRIL, ZUERNEERBTIHRL
LYW G BRARAATETT -

(DoctorGLM: According to your description you should belong to the allergic reaction caused by the performance of
hives, we recommend that you go to the hospital for allergen testing to clarify the diagnosis and then actively carry out
treatment.)

T A, RARN XERBTLIHRREN . RILIIS, REATR—THHERMNGER T Ef 3 R
A HEAERC. BRI F oA R Gad B 622 L . g

(Patient: Yes, I will go to the hospital promptly for allergen testing. Other than that, I would like to know the advice on the
use of Furamyl lotion and the dose and duration of paracetamol tablets, vitamin C and calcium. Thank you!)
DoctorGLM : #RABMRATHGHFE I, BB HEREW—T E LK F—&

(DoctorGLM: According to your situation, it is recommended that you consult a doctor at your local hospital for some
better)

A AR, BRI, RaBRREAVNEREAG S, FHelRSSE0 S, UARREATEZRHNE
BB . TR FRBEGH B ERI. B!

(Patient: Yes, thank you for your advice. I will use the medication as prescribed by my doctor and read the instructions
carefully to ensure the correct usage and dosage. Still, thank you very much for your help and advice. Bye!)
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ChatGLM-6B:

A BRRERKRERLRTRERAEE—HORAT, EARTREIHK, ATHRAPEFF LT T
¥ EERMFERAZEEM KRB EZXIRATZIN, TFLRAHGHD?

(Patient: I recently had itchy and goosebump-like skin. My doctor said it might be an allergy and prescribed Skin Care
Cream and Desloratadine Syrup, but the symptoms don’t seem to be completely relieved, I want to know if this is an
allergy or not, and do I need to use any other medicine?)

ChatGLM-6B: wREACLELHETRAP ERFEFWATUIBREGET 7R, ROUERE LR BUEN L&
Bl e RERBERINEGR, HEWELRAHNFARRESEEPEN, ARELEFTRIHL DAL
foia I3 7 ik -

MRT HMETT b, TOARBUAT 56 5k 4 MR Ao 28 R K

LARBFFETIRG M, 2 ABKER, BREATRGK, AN RRSEERIK.

LERA . BAKRMR, B EARA, B A A AR R

3ERKE, Se—RFHEAEFA. CFENRY, AT L. X RAF ARTREARRE.

438 RAL P S R B RS 0k A P IR R, A R E R K

5.0 REBTIRF BT E BRI, &b E A FRATEE

(ChatGLM-6B: If your doctor has given a treatment plan for Skin Care Cream and Desloratadine Syrup, it is recommended
that these medications be used as recommended by your doctor. If symptoms are not relieved, consult your doctor or
pharmacist for more information and advice to determine if you need to change to other medications or other treatments.
In addition to medication, the following measures can be taken to relieve symptoms such as itching and chicken skin:

1. Keep your skin clean and dry. Use lukewarm water for bathing and avoid using excessively hot water, while not rubbing
the skin excessively.

2. Wear loose, breathable clothes to promote air circulation and reduce irritation to the skin.

3. Pay attention to your diet and eat more foods rich in vitamins A, C and E, such as carrots, spinach, peanuts, etc., which
help improve the quality of your skin.

4. Avoid using cosmetics and skin care products that contain irritating ingredients to avoid aggravating the symptoms.

5. If any adverse reaction occurs during the treatment, inform your doctor immediately and make adjustments.)

A TR, BHEMRGEN, RoRBAGEZUMIT, wRIBMAA SRR, KRR EWY.

(Patient: Yes, thank you for your suggestion, I will follow your advice and if I still have questions afterwards, I will consult
again.)

ChatGLM-6B: T &4, WEFHEL! oo REAEATEE, Mo T LG RIEF .

(ChatGLM-6B: You’re welcome, and I wish you a speedy recovery! If you have any questions, feel free to ask me.)
A A, Rl T, A F A

(Patient: Okay, I got it, thanks a lot!)

ChatGLM-6B: TRZE A, A ZRGHEWRAMH B, WEBEL KR! wRA LFE, K@ & &R
1] .

(ChatGLM-6B: You're welcome, I hope my advice helps, and I wish you good health! If you have any other questions,
please feel free to ask me.)

FAA AFey, SRR AL

(Patient: Yes, thank you for your good wishes! Bye.)

Ziya-LLaMA-13B:

A RREBTH LARGGEZERAEBE BT L, 222 E, ATAIBFORFPEE (FXTFA
FHRE) FHAFTRTHEE, ERSRRAFEIALEET, BEFBRARAGRE, ZRAAFL?
G TFRARGHG?

(Patient: Recently, my child’s body is not red like goose bumps, but it is itchy. I used Beijing Union’s Skin Care Cream (I
started applying it yesterday afternoon) and Desloratadine Syrup, but today I found that it seems to be a little bit stronger
again, and my legs are starting to get red in patches. Is it an allergy? Do I need to use any other medicine?)
Ziya-LLaMA-13B : RBHERLGER, TREF RS . FRASE—FF LG MRR, L2EAHRE - AR
Tl BRABARETHAGRAY ZEFRIAFTUIELETALZMER, FoRERRERFEN KL,
HWEWELFRTRE—FHEFEST . A, ZEHRFIRFE TR, & REBMBED R, LT AH B &R
BER.

(Ziya-LLaMA-13B: According to the symptoms you described, it may be hives. Urticaria is a common skin condition
that mainly manifests as wind clumps, swelling and itching. Although symptoms can be relieved by using BJCC’s Skin
Care Cream and Desloratadine Syrup, if symptoms worsen or persist for a longer period of time, it is recommended to
consult a doctor and undergo further diagnosis and treatment. Also, taking care to keep the skin clean and dry and avoiding
exposure to irritants can help reduce symptoms.)

A AT, FERBREHNEE, RLEEHNBRAARBTOER . wRERZAXE, RoFRTFHIERS
WE AR . BREBEGH B!

(Patient: Yes, thank you very much for your answer. I will pay attention and observe the child’s symptoms again. If the
symptoms do not improve, I will take my child to the hospital to consult the doctor’s advice. Thank you again for your
help!)

Ziya-LLaMA-13B: RS XRBFHEME, FLRTFFRERRE . R BALBRE, MK AK, KB AANE
ME %5

(Ziya-LLaMA-13B: I'm glad I could help you and I hope your child recovers soon. If any other problems arise, feel free
to contact me and I will be happy to help you.)

A WFE, EFRM . B

(Patient: Yes, thank you very much. Bye!)
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ChatGPT:

A BREBILT AR GER, EARRIH AT %% . ETRAFAFGALTET, RAMNLTE
2R A 69 g2

(Patient: I recently developed an itchy skin condition, and my doctor said it was an allergy and prescribed some medication.
But recently it seems to have gotten a little worse, so I would like to ask if I need to use any other medicine.)

ChatGPT: %o REAMKBEREEAT €, AR AREAEL, LEALTIFERGEL. BT 0RSGY, ELT
Aeit S BARIE RSN 8 F XA RBR, ARBERPEMFER. RN, REFRIZRFLGREFL, B4
EAREHOR, RIFARGERARR, B RESEREF, ZBRATREER.

(ChatGPT: If the itching is severe, it is recommended that you see your doctor again so that he or she can reassess your
condition. In addition to oral medications, your doctor may also recommend topical creams or baths to relieve symptoms
such as itching and redness. You also need to take care to keep your body clean, avoid contact with allergens, get enough
sleep and diet, and avoid mental stress, all of which will help improve your symptoms.) # A : ¥F69, #H# 865 &L,
RERFAAEL, FEEMIEARLAFFXGEE

(Patient: Yes, thank you for your advice, I will see my doctor again and pay attention to personal hygiene and lifestyle
improvements.)

ChatGPT: F&E A, #2RFAERE . R/ EER, HERY, RAHEZZARFRYP AT, ARAMNEE
£ o ARG R PR

(ChatGPT: You’re welcome, and I hope you get well soon. Remember to follow the doctor’s instructions, take your
medication on time, pay attention to self-protection and regulation at the same time, and consult your doctor whenever you
have questions. I wish you good health and happiness!)

AA G EFRBEGRER XS, R2EERP AT ACTHIER, REKRIIMER. BREAHE!

(Patient: Thank you very much for your blessing and concern. I will pay attention to protect and regulate my body and
recover my health as soon as possible. Thank you again!)

ChatGPT: F& A, ME —tMA| ! e REA LA EREH, MEREGRRE

(ChatGPT: You’re welcome, and I wish you all the best! If you have any other questions you need to ask, feel free to ask
me.)

A FE, WRAFRER - LBRRQEENYG . FRL!

(Patient: Yes, I will definitely ask you again if [ need to. Bye!)
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HuatuoGPT:

A BRI LHGER, BFRRZTETIHIHY, T FRAHGHD

(Patient: I have recently developed skin allergies and would like to ask if this is caused by allergies and do I need to use

any other medication?)

HuatuoGPT : 545, Bift@ & 59 . RBEREOE L, ETHRELZDIBERE - 24T LARAILFIBTE
T &rﬁz%‘k" T B él]fifikﬁ"%ﬁ’\ Bt .

L &R GH B A & P RS F R 2

2. BMARTGIRA TAEATH G B M RAA T X BN LG

3. RO ARIAL ALY R AN SR A A E R BB . . BRFD

4, 8B AL R 697575 7 ik RAT A0 R4 AT?

éii‘i AL, E REF iR GO, A A B R TR SRS S A B AL

(HuatuoGPT: Hello, thank you for consulting with me. Based on the information you have provided, you may be

experiencing an allergic reaction. However, in order to determine your situation more precisely, I need to know more

about your symptoms and physical condition.

1. Have you been exposed to substances such as new cosmetics or skin care products?

2. Have you taken any new medications or eaten certain specific foods?

3. Where is your skin area? Does it occur with other symptoms such as itching, redness, swelling, pain, etc.?

4. What is the treatment you are currently using? What is the effect?

In response to the above questions, please describe your situation in as much detail as possible, so that I can make a more

accurate diagnosis and provide appropriate treatment recommendations.)

FA 1L R RR AR AR AT 3 69 AL b R R F AR .

zﬁﬁﬁmﬁﬁ%%@%:&&ﬁ&mﬁﬁ%%%%o

3. Ezﬂkjﬁﬁi%&i%’g;‘, » MR, R, RRAEH, HAGEEEE -G NEE, R RBR WES
i LK AL 09 57 89 — %%:ﬁﬁk%%%&ﬁﬁﬁﬁ&é MR Ih, REA FACI R0 F R

4 BAE A ER 7 2R LR FAOREP EZF A TRIAEY, ZIRUFHFFERST .

(Patient: 1. I have not been exposed to any new substances such as cosmetics or skin care products.

2. I have not consumed any new foods or taken any new medications.

3. Skin areas mainly on my arms, back, waist, buttocks, legs and the back of my neck, appearing as small bumps like

goose bumps that trigger itching and a thick layer of bumps similar to ringworm when scratched, and recently my legs

have started to glow red in patches. Other than that, I have no other significant physical symptoms.

4. The treatments currently used are Skin Care Cream and Desloratadine Syrup from Peking Union Medical College,

which do not seem to be very effective.)

HuatuoGPT : 3F# Bt B2 Em{z & . £ 46E0ER, ¥ HEETRER EKS (urticaria) » EAARA

m@ﬁ&ﬁmmm CEHT—MHEHEMER. d TERSORASH 4, RAERAFTLEREBN, FAAF

R LA UR B LA 6T TR -

ATHRBWMLEZRKTHREAPEEFF AT EL, 2R AFHRFOEMAR, HRREUEHRELYE
%K%ﬂﬂu%u,ﬁ%LEiﬁéﬁ%r& %ﬁ%+ﬁh%kﬁ4%%%zf Flot, &g Akmmt, F
TANERGRIE, REZAMRFTELLE, BRBERTRIILIHGYR . FL2EFRRE!

(HuatuoGPT: Thank you very much for the detailed information. With your symptoms, it is initially considered that

you may be suffering from urticaria, also known as hives, which is an allergic disease. Since urticaria has a variety of

manifestations and the symptoms are usually recurrent, a treatment plan will need to be developed on a case-by-case basis.

Based on the fact that you have tried Skin Care Cream and Desloratadine Syrup without getting good relief, I recommend

that you visit the dermatology clinic of your nearest hospital to have your symptoms examined by a professional doctor

and individualize your treatment according to the actual situation. At the same time, avoid exposure to sunlight, wear

loose and breathable clothes, keep your indoor environment clean and hygienic, and avoid contact with substances that

may cause allergies Hope you will recover soon!)

JRA WFE, EFRMEGEN,. RARRAWALKR Y, RRELFIHATET, FEEDFWE, &

ey . /I

(Patient: Yes, thank you very much for your advice, I will visit the dermatologist as soon as possible, follow the doctor’s

instructions for treatment and pay attention to daily prevention, thank you for your help. Bye!)

Table 8: Sample Responses of Multi-turn Conversations.
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User:

ERAERETF, FEREK, WREBFWEY, TRETHFHORE . #Hit.

(I’ve been experiencing diarrhea recently, with my stool appearing as frothy yellow liquid. I suspect it might be due to the milk I’ve been drinking.
Could this be the reason? Thank you.)

HuatuoGPT (w/ real data):

47 RBRBEGER, TREAMBRRGFL. I, REIMELLPRBEIHFALE NFTEAELRA, BREIR5
Aok MAX. BANEHRAL, AAAFERAIRME O T RRTHT . AN, FERRTLTZEZFESHL.

(Hello! Based on the symptoms you described, there might be a potential issue with your gastrointestinal system. Moreover, dietary habits
can also affect the occurrence of such symptoms. From a traditional Chinese medicine perspective, this is primarily related to a disorder of
spleen and stomach functions, since they are closely linked. Therefore, treatment would involve methods to strengthen the spleen and stomach.
Additionally, you should consider a light and easily digestible diet in your daily eating habits.)

HuatuoGPT (w/ distilled data):

BAF, BB @RER . RBEMRBGERI L, TRELNLEREREMEIRFLFRIL.

B, ATEMMBER, HEEZATLA:

LB RFEK, &8RMAK;

2.0 &SR, RETRYM, BRIBIEET;

3B RBAR BN R, Bllodi . EEF

438 508, B KB A E R

LR, XTEAAMPTHGFMTRIALMEGREA, FRA-FTREGMIAFAF RECEFIN . BF XA FWFEAFTY
IR EGR, MELABRGTHIMEGELLF AABTH XL EORLHFALL, M LMBIE . 2EHFRKEATIE
FHEAFWALRAZARE . Ak, ZREARZ—BRHHE, AAEREEARE, wRIMAFSE, ZRANERKY, HHk
Hiemme, wRER BEARBEBIRARKGETTE

(Hello, thank you for reaching out. Based on the symptoms you’ve described, there could be inflammation in the digestive tract or some form of
gastrointestinal dysfunction.

Firstly, to alleviate your diarrhea symptoms, please pay attention to the following points:

1. Drink plenty of clear fluids to prevent dehydration.

2. Eat small, frequent meals to maintain a balanced diet and avoid overeating or hunger.

3. Avoid foods that can irritate the digestive system, such as chili peppers and raw ginger.

4. Take adequate rest and avoid strenuous exercise and fatigue.

Secondly, regarding the possibility you mentioned about milk causing diarrhea, further information about your personal circumstances would be
needed to make a judgement. Typically, milk contains rich lactose and proteins. Certain individuals lack the enzymes to digest these substances,
leading to lactose intolerance or protein allergies that can cause diarrhea. However, many people can consume milk normally without such
reactions. Therefore, I suggest you continue to monitor your symptoms for some time to see if there is any improvement. If symptoms persist, I
recommend you seek medical attention. Once other diseases have been ruled out, if necessary, your doctor can provide you with a more specific
treatment plan.)

HuatuoGPT (w/o RLMF):

BAF, RFBERGERBLE, RTREME X XL H A RBAREIN LGRS . REARCRABFT AT ETHELS, Ze5
AT T | (deB443) 0 K8k .

AT BB EMEERGTEFRFELGET TR, HEREATEE.

1. 5 84 5 o e 5 2

2. RAHRAFLET 5K R?

3R T RTINS, T RALBRERER, flhoRek . L #KRF?

4. 15 B AT 8RR 0] W Ae 76 07 X2 B 60

5. BAERZETT RGBT

(Hello, according to the description of the symptoms you provided, it is likely that the diarrhea has been caused The frothy yellow fluid usually
indicates excessive bile excretion, which is also associated with the dietary habits you mentioned (such as drinking milk).

To better help you make the correct diagnosis and get the proper treatment plan, please tell me the following information:

1. your age and gender?

2. how long has this condition lasted?

3. Besides diarrhea, are there any other symptoms, such as vomiting or fever?

4. What are your current eating habits and lifestyle?

5. Have you ever received similar treatment?

HuatuoGPT:

A5, RB|EREGERBE, TRAEEMERXIECTRFHL, MELBRECRACEATIALLFREGIEE . X Tk
RHE ABEATRESFWBIRRAEH I REKR . BBEFRLE, FEKETRRT AP EARFRLE R

AT BHAF| T E G R, FHEE LT JUAS A .

1. BIA % X 42— R?

2. BHERBANGKEF R Y B AT R E LA

.RTHEETFS, BREEALMBTERTL, Rl Rek . BHF?

4, 18T 2 B rnh R SR F RO R S

5. 8B ETMRA HY

ARBENZEEZRE, RBABUE T BB S TARGL RN

(Hello, based on the description of the symptoms you provided, there may be conditions such as gastroenteritis or indigestion, and the foamy
yellow fluid also indicates that there may be some degree of diarrhea. Regarding diet, some people may be allergic to milk or prone to reactions
such as bloating and diarrhea, but an individualized assessment is needed to reach a conclusion.

In order to determine your condition more precisely, please ask you the following questions:

1. how often are you pooping now?

2. Are there any changes in your daily water intake and food composition?

3. Besides diarrhea, do you have any other discomfort, such as nausea, vomiting, abdominal pain, etc.?

4. Do you usually eat fatty or spicy food?

5. Are you currently taking any medications?

After obtaining this information, I will make a more accurate diagnosis and give you appropriate treatment advice.

Table 9: Sample Responses for Ablation Study.
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Comparison Win Lose
Single-turn
HuatuoGPT-7B vs ChatGPT 52% 48%
Multi-turn
HuatuoGPT-7B vs ChatGPT 58% 42%

Table 10: Manual Evaluation of the Model Performance
of 7B Scale.
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