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Abstract

Grammatical error correction (GEC) is an
important NLP task that is currently usu-
ally solved with autoregressive sequence-to-
sequence models. However, approaches of
this class are inherently slow due to one-by-
one token generation, so non-autoregressive al-
ternatives are needed. In this work, we pro-
pose a novel non-autoregressive approach to
GEC that decouples the architecture into a per-
mutation network that outputs a self-attention
weight matrix that can be used in beam search
to find the best permutation of input tokens
(with auxiliary 〈ins〉 tokens) and a decoder net-
work based on a step-unrolled denoising au-
toencoder that fills in specific tokens. This al-
lows us to find the token permutation after only
one forward pass of the permutation network,
avoiding autoregressive constructions. We
show that the resulting network improves over
previously known non-autoregressive methods
for GEC and reaches the level of autoregres-
sive methods that do not use language-specific
synthetic data generation methods. Our re-
sults are supported by a comprehensive ex-
perimental validation on the ConLL-2014 and
Write&Improve+LOCNESS datasets and an
extensive ablation study that supports our ar-
chitectural and algorithmic choices.

1 Introduction

Grammatical error correction (GEC) is an impor-
tant and obviously practically relevant problem in
natural language processing. In recent works, GEC
has been usually tackled with machine learning
approaches, where it has been formalized either
as looking for a sequence of edits or transforma-
tion tags (Omelianchuk et al., 2020) or, more gen-
erally, as a sequence-to-sequence text rewriting

〈s〉 I be busy 〈\s〉 〈ins〉
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〈s〉 I 〈ins〉 busy 〈\s〉

〈s〉 I msk1 msk2 msk3 busy 〈\s〉

〈s〉 I am 〈pad〉 〈pad〉 busy 〈\s〉

Permutation network

Decoder network

Figure 1: GEC-DePenD: idea and example.

problem (Náplava and Straka, 2019; Grundkiewicz
et al., 2019), a problem that is a natural fit for
encoder-decoder architectures.

Latest encoder-decoder architectures indeed de-
fine the state of the art in grammatical error cor-
rection (Rothe et al., 2021a; Lichtarge et al., 2020).
However, the best current results for GEC are
achieved by autoregressive methods that need to
produce output tokens one by one, which signifi-
cantly hinders inference time and thus limits their
applicability in real world solutions. This moti-
vates the development of non-autoregressive mod-
els that can achieve results similar to autoregres-
sive ones but with a significantly improved run-
time. Previously developed non-autoregressive ap-
proaches have relied on language-specific trans-
formation tags (Omelianchuk et al., 2020; Tar-
navskyi et al., 2022). In this work, we de-
velop a novel non-autoregressive and language-
agnostic approach, called GEC-DePenD (GEC
with Decoupled Permutation & Decoding) that
yields excellent performance on the GEC task and
has other attractive properties. In particular, it is
able to output a ranked list of hypotheses that a
potential user can choose from.

The main idea of GEC-DePenD is to decouple
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permutation and decoding, with one network pro-
ducing a permutation of input tokens together with
specially added 〈ins〉 tokens for possible insertions
and another network actually infilling 〈ins〉 tokens.
Fig. 1 illustrates the idea: the source sentence “I
be busy” is encoded as “〈s〉 I be busy 〈\s〉 〈ins〉”,
the permutation network obtains “〈s〉 I 〈ins〉 busy
〈\s〉”, and then the decoder network converts “〈s〉
I msk1 msk2 msk3 busy 〈\s〉” into “〈s〉 I am 〈pad〉
〈pad〉 busy 〈\s〉” and outputs “I am busy” as the
corrected sentence. In a single run, the permutation
network produces a self-attention matrix for subse-
quent beam search (Mallinson et al., 2020), while
in the decoder network we use the step-unrolled de-
noising autoencoder (SUNDAE) proposed by Savi-
nov et al. (2022). We also adapt and evaluate sev-
eral additional techniques including a three-stage
training schedule, length normalization, and infer-
ence tweaks that improve the final performance.

Thus, our main contributions can be summa-
rized as follows: (i) we propose, to the best of
our knowledge, the first open-vocabulary itera-
tive non-autoregressive GEC model 1 based on
decoupling permutation and decoding, including
(ii) a novel pointing mechanism that can be imple-
mented by a single permutation network without
an additional tagger and (iii) a new algorithm for
producing ground truth permutations from source
(errorful) and target (corrected) sentences, lead-
ing to more adequate dataset construction for the
GEC task. In experimental evaluation, we show
that our model outperforms previously known non-
autoregressive approaches (apart from GECToR
that uses language-specific tagging (Omelianchuk
et al., 2020)) and operates, with similar implemen-
tations for backbone networks, several times faster
than either autoregressive approaches or GECToR.

The paper is organized as follows. Section 2 sur-
veys related work on both autoregressive and non-
autoregressive approaches to GEC. Section 3 intro-
duces our approach, including our idea on decou-
pling permutation and decoding, SUNDAE, and
new ideas for dataset construction and inference
tweaks that make our approach work. Section 4
shows the main experimental results, Section 5
presents an extensive ablation study that highlights
the contributions of various parts of our approach,
Section 6 concludes the paper, and Section 7 dis-
cusses the limitations of our approach.

1We release our code at https://github.com/
Gibson210/GEC-DePenD

2 Related work

Synthetic data for grammatical error correc-
tion. In this work we concentrate on the model part
of a GEC pipeline, but we also have to emphasize
the importance of data and training pipelines for
GEC. We discuss available datasets in Section 4.1
but it is important to note the role of synthetic data
generation for GEC model training. Synthetic data
has been used for GEC for a long time (Foster
and Andersen, 2009; Brockett et al., 2006), and
recent research shows that it can lead to significant
performance gains (Stahlberg and Kumar, 2021;
Htut and Tetreault, 2019). Approaches for syn-
thetic data generation include character perturba-
tions, dictionary- or edit-distance based replace-
ments, shuffling word order, rule-based suffix trans-
formations, and more (Grundkiewicz et al., 2019;
Awasthi et al., 2019a; Náplava and Straka, 2019;
Rothe et al., 2021b). However, the most effective
methods are language-dependent and require to
construct a dictionary of tags and transformations
for every language. In particular, Omelianchuk
et al. (2020) and Tarnavskyi et al. (2022) em-
ploy language-specific schemes while we present a
language-agnostic approach.
Non-autoregressive machine translation. Au-
toregressive models can be slow due to sequential
generation of output tokens. To alleviate this, Gu
et al. (2017) proposed non-autoregressive gener-
ation for machine translation via generating out-
put tokens in parallel. Since non-autoregressive
models are not capable of modeling target side
dependencies, several approaches have been pro-
posed to alleviate this issue: knowledge distilla-
tion (Gu et al., 2017; Lee et al., 2018), iterative
decoding (Ghazvininejad et al., 2019; Kasai et al.,
2020), latent variables (Shu et al., 2020; Ma et al.,
2019), and iterative methods (Gu et al., 2019; Kasai
et al., 2020; Saharia et al., 2020).
Autoregressive grammatical error correction.
Autoregressive models show outstanding perfor-
mance in the GEC task (Rothe et al., 2021a;
Lichtarge et al., 2020). The generation process
can be done either in token space (Lichtarge et al.,
2020) or in the space of edits that need to be applied
to the source sequence to get the target (Stahlberg
and Kumar, 2020; Malmi et al., 2019). Using the
edit space is motivated by improving the runtime;
another way of increasing inference speed is to use
aggressive decoding where tokens are generated in
parallel and regenerated when there is a difference
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between source and target sequences (Sun et al.,
2021). Combinations with a non-autoregressive
error detection model, where an autoregressive de-
coder generates tokens to be corrected instead of
generating the full output sequence, also can im-
prove the running time (Chen et al., 2020).
Non-autoregressive text editing models.
Mallinson et al. (2020) proposed to split the
modeling of the target sequence given the source
into two parts: the first non-autoregressive model
performs tagging and permutes the tokens, and
the second model non-autoregressively performs
insertions on 〈msk〉 token positions. In contrast
to our work, insertion position are predicted
non-autoregressively, which yields lower quality
than our approach. Omelianchuk et al. (2020)
and Tarnavskyi et al. (2022) proposed to employ
a non-autoregressive tagging model for GEC,
predicting the transformation of each token. How-
ever, these transformations are language-specific,
which limits the approach in multilingual settings;
in contrast, our approach is language-agnostic.
Awasthi et al. (2019b) suggested to construct
a language-specific space of all possible edits
and proposed iterative refinement that improves
decoding performance. They apply the model
to the predicted target sequence several times,
but this leads to an additional train-test domain
shift since the model receives a partially corrected
input. In this work we alleviate this issue by using
SUNDAE and perform iterative refinement only
with the decoder rather than the entire model,
further improving inference speed.
Iterative decoding. Several approaches were in-
troduced to better capture target-side dependencies.
Ghazvininejad et al. (2019) decompose the decod-
ing iteration into two parts: predicting all tokens
and masking less confident predictions. Lee et al.
(2018) predict all tokens simultaneously, while
Savinov et al. (2022) introduce argmax-unrolled de-
coding that first updates most confident tokens and
then less confident ones from the previous iteration.

3 Methods

3.1 Decoupling permutation and decoding

In GEC-DePenD, we separate changes in word or-
der and choosing the actual tokens to insert. Con-
sider a source sentence x = (x1, . . . , xn) with
fixed first and last tokens: x1 = 〈s〉, xn = 〈\s〉.
We append s special tokens responsible for inser-
tions, {〈insi〉}si=1, getting x̃, |x̃| = n+ s. The task

is to get an output sequence which is a permutation
of a subset of tokens of x̃, with 〈insi〉 tokens occur-
ring in order and separated by at least one token
from x. Let π =

(
π1, . . . , πp

)
be a sequence of

indices defining the permutation, with π1 = 1 and
πp = n (it points to 〈\s〉 and indicates stopping).
We decompose the architecture according to

pθ (y|x) =
∑

π
pθ (π|x) pθ (y|π,x) (1)

into a permutation network implementing pθ (π|x)
and a decoder network for pθ (y|π,x) (see Fig. 1
for an example). The permutation and decoder net-
works have a shared encoder, but we do not perform
end-to-end training, so in effect we approximate∑

π with a single π (defined in Section 3.3), simi-
lar to Mallinson et al. (2020).

Permutation. For the permutation network,
from the last hidden state of the encoder we ob-
tain a representation H ∈ R(n+s)×d, where d is
the latent dimension. We follow Mallinson et al.
(2022) and feed H through a linear key layer and
a single Transformer query layer, obtaining an at-
tention matrix A ∈ R(n+s)×(n+s) by computing
pairwise dot products of the rows of key and query
matrices. Then the likelihood of the permutation is
decomposed as

log p (π|A) =
∑p

i=2
log p

(
πi
∣∣π1:i−1,A

)
=

=
∑p

i=2
LogSoftmax(Aπi−1 +mπ1:i−1), (2)

where mπ1:i−1 is a mask vector. We mask atten-
tion weights in A in the row πi−1 for columns
π1, . . . , πi−1 and do not allow pointing to 〈INSs〉
before 〈INSs−1〉; masking means setting the corre-
sponding mi to −∞. The key observation here is
that while formula (2) is an autoregressive decom-
position for π, we do not use it directly during ei-
ther training or inference. On inference, we get the
permutation π with beam search after one encoder
pass that gives the attention matrix A and thus de-
fines log p (π|x) for any π. Moreover, beam search
outputs a ranked list of permutations that can lead
to a set of candidate corrections, a feature useful in
real world applications.

Decoding. After obtaining π, we apply it to the
source sentence, getting a permuted input π(x̃),
and then apply the decoder network that is sup-
posed to replace 〈insi〉 in π(x̃) with actual tokens.

During training, the decoder receives a permu-
tation of the source sentence x̃ given by an oracle.
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Following Mallinson et al. (2020), we replace each
〈insi〉 token by three 〈msk〉 tokens (if the target is
shorter than 3 tokens we add 〈pad〉 tokens), sample
tokens at 〈msk〉 positions, and feed the result to the
decoder again to calculate the loss function (see
Section 3.2 below).

During inference, the decoder iteratively refines
tokens at positions where the input had 〈msk〉 to-
kens, without any changes to other tokens or their
ordering. We apply the decoder to the output of
the previous iteration and replace only tokens at po-
sitions that were 〈msk〉 after the permutation (but
could change on previous iterations of the decoder).
To speed up inference, we do not run the decoder
if there are no insertions in the prediction.

Objective. We minimize the loss function

Ltotal(θ) = −λper log pθ (π|x)− Lmsk(θ), (3)

where Lmsk(θ) is a lower bound (see Section 3.2)
on the marginal probability of tokens only at 〈msk〉
positions (the rest are unchanged by the decoder),
and λper is a hyperparameter. Fig. 2 shows a com-
plex example of GEC-DePenD operation with mul-
tiple insertions.

3.2 Step-unrolled denoising autoencoder
For the decoder, we use the step-unrolled denoising
autoencoder (SUNDAE) proposed by Savinov et al.
(2022). Consider a sequence-to-sequence problem
with source sequence (sentence) x = (x1, . . . , xn)
and target sequence y = (y1, . . . , ym). SUNDAE
constructs T intermediate sequences y1, . . . ,yT
with yT = y, decomposing

pθ (y1, . . . ,yT |x) = pθ (y1|x)
T∏
t=2

pθ (yt|yt−1,x) ,
where θ are model parameters. Each term is factor-
ized in a non-autoregressive way, with yit depend-
ing only on the previous step yt−1:

pθ (y1|x) =
∏m

i=1
pθ
(
yi1
∣∣x
)
,

pθ (yt|yt−1,x) =
∏m

i=1
pθ
(
yit
∣∣yt−1,x

)
,

so the marginal log-likelihood lower bound is

log pθ (y|x) ≥ L(θ) =
= Ey1,...,yT−1 [log pθ (y|yT−1)] .

We follow Savinov et al. (2022) and set T = 2.
The gradient of the lower bound w.r.t. θ is given as

∇θL(θ) ≈ λ0∇θ log pθ (y1|x)
∣∣
y1=y

+

+ (1− λ0)Ey1 [∇θ log pθ (y|y1,x)] , (4)

where λ0 ∈ [0, 1]. Savinov et al. (2022) used
λ0 = 0.5, while we treat λ0 as a hyperparame-
ter and optimize it. This is an approximation since
we do not propagate the gradients through sam-
pling y1. The case λ0 = 1 corresponds to T = 1,
i.e. for λ0 = 1 target tokens are independent given
the source sentence. We call this case vanilla be-
low and always perform one decoding step for the
vanilla model. If λ0 6= 1, target tokens are depen-
dent given the source; we call this case SUNDAE.

3.3 Dataset construction

During training, given source and target sentences
(x,y), we need to find a permutation π and se-
quences of tokens that correspond to special 〈insi〉
tokens. This requires a special algorithm to be ap-
plied to available training data; one such algorithm
is FELIX proposed by Mallinson et al. (2020).

However, we do not use the FELIX dataset con-
struction algorithm because we want to handle
cases with repeating tokens differently. Fig. 3
shows an example: for the input “I like films when
I was younger I watched on TV” the model has to
move the clause “I watched on TV” forward. Both
algorithms produce the same tokens but in the per-
mutation, FELIX leaves the “I” pronouns close to
their original locations, breaking the span “when I
was younger”, which is undesirable since it makes
the permutation network’s job harder.

Therefore, we propose a different construction
of the permutation π given a source sentence x
and target sentence y. Our algorithm operates as
follows:

(1) find all matching spans for the source and target
sequences; we iterate over target spans from
longer to shorter, and if the current span occurs
in the source we remove it from both source
and target; at the end of this step, we obtain a
sequence of pairs of aligned spans;

(2) reorder source spans and insert missing tokens;
we do not allow to reorder spans whose ranks in
the target sequence differ by ≥ max_len = 2
to make the permutations local; we maximize
the total length of spans covered under these
constraints with dynamic programming.

Algorithm 1 shows this idea in full formal detail;
in the example shown on Fig. 3, it keeps both “I”s
with their clauses.
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Figure 2: A complex example of GEC-DePenD with multiple insertions and deletions: “It was 20 years ago we
were friends since us were 10” becomes “It was 20 years ago and we had been friends since we were 10”.

〈s〉

0

I

1

like

2

films

3

when

4

I

5

was

6

younger

7

I

8

watched

9

on

10

TV

11

〈\s〉

12

0

〈s〉

1

I

2

like

3

films

5

I

9

watched

10

on

11

TV

4

when

8

I

6

was

7

younger

12

〈\s〉

(a) FELIX

〈s〉

0

I

1

like

2

films

3

when

4

I

5

was

6

younger

7

I

8

watched

9

on

10

TV

11

〈\s〉

12

0

〈s〉

1

I

2

like

3

films

8

I

9

watched

10

on

11

TV

4

when

5

I

6

was

7

younger

12

〈\s〉

(b) Proposed algorithm.

Figure 3: Dataset construction algorithms.

3.4 Beam search modifications
To further improve the permutation network, we
use two important tricks (see also Section 5). First,
we use length normalization, i.e., we divide each
candidate score by its length in beam search (Bah-
danau et al., 2014; Yang et al., 2018).

Second, we use inference tweaks to improve
the F0.5 score by rebalancing precision and re-
call, increasing the former and decreasing the lat-
ter (Omelianchuk et al., 2020; Tarnavskyi et al.,
2022). The idea is to make a correction only if we
are confident enough. We adopt this idea to beam
search decoding in the permutation network. We
prioritize the position nearest to the last pointed
position on the right. Formally, given a distribution
p
(
πi
∣∣π1:i−1,A

)
, we introduce a confidence bias

parameter c ∈ [0, 1] and rescore the distribution as

p̃
(
πi
∣∣π1:i−1,A

)
= (1− c)p

(
πi
∣∣π1:i−1,A

)
+

+ c · one_hot(right(π1:i−1)),

Algorithm 1: Dataset construction
Data: x,y, s,max_len
Result: π, dec_input, dec_output
/* List of triples (start_src, start_tgt, length) */
aligns = [ ];
msk_x, msk_y = x, y;
for len in {|y|, . . . , 1} do

for i in {0, . . . , |y| − len + 1} do
start = cont_len(msk_y[i : i + len], msk_x);
if start != -1 then

aligns.append(start, i, len);
/* Hide aligned source tokens */
msk_x[start : start + len] = -1;
/* Hide aligned target tokens */
msk_y[i : i + len] = -2;

/* Find the order of appearance of source spans in the
target sequence and their lengths */

aligns = sorted(aligns, key=start_tgt);
src_ranks = argsort(argsort(aligns, key=start_src));
src_lens = aligns[:, 2];
/* Find with dynamic programming a subsequence of

src_ranks s.t. adjacent ranks differ by ≤ max_len
with max total length of selected spans; add spans
with 〈s〉 and 〈/s〉 manually if not selected */

ids = get_subsequence(src_ranks, src_lens, max_len);
reduced_aligns = aligns[ids];
/* Construct π, decoder input, and decoder output */
π, dec_output, dec_input = [ ], [ ], [ ];
last_src, last_tgt = -1, -1;
k = 1;
for start_src, start_tgt, len in reduced_aligns do

if last_tgt != -1 and k ≤ s and
start_tgt - last_tgt ≥ 2 then

π.append(|x| + k - 1);
k += 1;
ins_seq = y[last_tgt + 1 : start_tgt];
ins_seq.extend([〈pad〉, 〈pad〉]);
dec_output.extend(ins_seq[:3]);
dec_input.extend([〈msk〉] * 3);

π.extend([start_src, . . . , start_src + len - 1]);
dec_input.extend(x[start_src : start_src + len]);
dec_output.extend(x[start_src : start_src + len]);
last_tgt = start_tgt + len - 1;
last_src = start_src + len - 1;

where right(π1:i−1) is the smallest j ∈ [πi−1 +
1, n+ 2] such that j 6∈ π1:i−1.
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4 Evaluation

4.1 Datasets and training stages
Each dataset is a parallel corpus of errorful and
error-free sentences. Similar to (Omelianchuk
et al., 2020; Tarnavskyi et al., 2022; Katsumata
and Komachi, 2020), we train GEC-DePenD in
three coarse-to-fine training stages. Table 1 sum-
marizes dataset statistics and which stages of
our pipeline they are used on. For Stage I
(pretraining), we use the synthetic PIE dataset
constructed by Awasthi et al. (2019b) by inject-
ing synthetic grammatical errors into correct sen-
tences. For training on Stage II, we used several
datasets: (i) First Certificate in English (FCE) (Yan-
nakoudakis et al., 2011) that contains 28 350 error-
coded sentences from English as a second language
exams, (ii) National University of Singapore Cor-
pus of Learner English (NUCLE) (Dahlmeier et al.,
2013) with over 50K annotated sentences from es-
says of undergraduate students learning English,
(iii) Write&Improve+LOCNESS dataset (W&I+L,
also called BEA-2019 in some literature) (Bryant
et al., 2019) intended to represent a wide variety of
English levels and abilities, and (iv) cLang8 (Rothe
et al., 2021a), a distilled version of the Lang8
dataset (Mizumoto et al., 2011) cleaned with the
gT5 model. Finally, we used the W&I+L dataset
again for additional training on Stage III.

As evaluation data, we used the CoNLL-2014
test dataset (Ng et al., 2014) with the M2 scorer
(Dahlmeier and Ng, 2012) and W&I+L dev and
test sets with the ERRANT scorer (Bryant et al.,
2017). The W&I+L dev set was used for validation
and ablation study; the two test sets, for evaluation.

4.2 Baseline methods
We consider both autoregressive and non-autoreg-
ressive baselines.

BART (Lewis et al., 2020) is an autoregressive
sequence-to-sequence model; it takes an errorful
sentence as input and produces an error-free sen-
tence token by token with the decoder. We show the
scores reported by Katsumata and Komachi (2020)
and also reimplement the model with a shallow 2-
layer decoder (BART(12+2) in Table 2) and train
it according to the stages shown in Section 4.1;
note that our reimplementation has improved the
results. We consider two types of decoding: greedy
and aggressive greedy (Sun et al., 2021). In greedy
decoding, we generate the token with highest con-
ditional probability. In aggressive greedy decoding,

we generate as many tokens as possible in parallel,
then re-decode several tokens after the first differ-
ence between source and target sequences, and then
switch back to aggressive greedy decoding, repeat-
ing the procedure until the 〈/s〉 token. Aggressive
greedy decoding is guaranteed to produce the same
output as greedy decoding but can be much faster.
For comparison, we also show the state of the art
T5-XXL autoregressive model with 11B parame-
ters based on T5 (Raffel et al., 2020) and trained
on a much larger synthetic dataset.

FELIX (Mallinson et al., 2020) is a non-
autoregressive model. It consists of two submodels:
the first one predicts the permutation of a subset
of source tokens and inserts 〈msk〉 tokens, and the
second model infills 〈msk〉 tokens conditioned on
the outputs of the first model. Both stages are done
in a non-autoregressive way. Note that the model
does not use any language-specific information.

Levenshtein Transformer (LevT) (Gu et al.,
2019; Chen et al., 2020) is a partially non-
autoregressive model that does not use language-
specific information. It is based on insertions and
deletions and performs multiple refinement steps.

GECToR (Omelianchuk et al., 2020; Tarnavskyi
et al., 2022) is a non-autoregressive tagging model
that uses language-specific information, predicting
a transformation for every token. The model is iter-
atively applied to the corrected sentence from the
previous iteration. We compare GECToR based
on XLNet (GECToRXLNet) and RoBERTa-large
(GECToRlarge) pretrained models.

Parallel Iterative Edit (PIE) (Awasthi et al.,
2019b) is a non-autoregressive model that uses
language-specific information. For each source
token it predicts the corresponding edits, applying
the model iteratively to get the corrected sentence.

4.3 Experimental setup

As the base model for GEC-DePenD we used
BART-large (Lewis et al., 2020) with 12 pretrained
encoder layers and 2 decoder layers, initialized
randomly. The permutation network uses a sin-
gle Transformer layer, also randomly initialized;
the same encoder and decoder configurations were
used for our autoregressive baseline BART(12+2).

For training we used AdamW (Loshchilov and
Hutter, 2017) with β1 = 0.9, β2 = 0.999, ε =
10−8, weight decay 0.01, and no gradient accumu-
lation. For stages I and II we used learning rate
3 · 10−5 and constant learning rate scheduler with
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Dataset #sentences %errorful Stages

PIE 9 000 000 100.0 I
cLang8 2 372 119 57.7 II
FCE, train 28 350 62.5 II
NUCLE 57 151 37.4 II
W&I+L, train 34 308 66.3 II, III

W&I+L, dev 4 384 64.3 Val
CoNLL, test 1 312 71.9 Test
W&I+L, test 4 477 N/A Test

Table 1: Training, validation, and test datasets.

500 steps of linear warmup. For stage III we used
learning rate 10−5 and no warmup. For all stages
we used 0.1 dropout, max_len = 2, s = 8 for Al-
gorithm 1, λper = 5, confidence bias c ∈ [0.1, 0.3],
2-4 epochs, max 70 tokens per sentence and 3000
tokens per GPU, training on 4 TESLA T4 GPUs.

4.4 Experimental results

The main results of our comparison are presented in
Table 2. We have evaluated the baselines described
in Section 4.2 and GEC-DePenD in two versions:
vanilla and SUNDAE with 2 decoder steps. The
results show that GEC-DePenD outperforms all
existing non-autoregressive baselines except for
the language-specific GECToR family.

We have also compared GEC baselines and
GEC-DePenD in terms of inference speed on the
ConLL-2014 test dataset on a single GPU. All mod-
els were implemented with the Transformers li-
brary (Wolf et al., 2020). In addition, we do not clip
the source sentence, as was done by Omelianchuk
et al. (2020), and process one sentence at a time.
We used a single TESLA-T4 GPU. Performance
results are summarized in Table 3. As we can
see, GEC-DePenD outperforms all baselines in
terms of inference speed and sets a new standard
for performance, running twice faster than even
non-autoregressive GECToR models. Note that
GEC-DePenD with SUNDAE both outperforms 1-
step GECToRlarge in terms of F0.5 on ConLL-14
(Table 2) and operates 1.25x faster (Table 3). The
quality gap between GEC-DePenD and its autore-
gressive counterpart (BART(12+2), our implemen-
tation) is reduced but still remains in Table 2.

Figure 4 shows a study of the latency with re-
spect to the length of the input sentence in to-
kens; it shows the results on the BEA-2019 dev
set for the proposed GEC-DePenD and autoregres-
sive BART(12+2) with greedy aggressive decoding.
We see that the latency of the autoregressive base-
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Figure 4: Latency of BART(12+2), aggressive decod-
ing and the proposed family of GEC-DePenD on BEA
dev set.

line increases faster with increasing input sentence
length than for the proposed non-autoregressive
models. In addition, the speedup over the au-
toregressive baseline approaches 2x on sentence
lengths from 60 to 70.

5 Ablation study

In this section, we present a detailed ablation study,
reporting both ideas that worked (Section 3) and
ideas that did not work. Table 4 shows our eval-
uation on the W&I+L-dev dataset; below we de-
scribe the results of Table 4 from top to bottom.
Subscripts (e.g., VanillaII, III) show which training
stages were used in the experiment (Section 4.1).

5.1 Dataset construction

First, we show that the proposed dataset construc-
tion algorithm (Algorithm 1) indeed yields an in-
crease in performance. We considered the BART-
large(12+2) model and performed training without
stage I (Section 4.1) with FELIX (Mallinson et al.,
2020) and Algorithm 1, calibrating the results with
inference tweaks. Table 4 shows that the effect
from Algorithm 1 is positive and significant.

5.2 Stage III, SUNDAE, and inference tweaks

The next section of Table 4 shows all combina-
tions of two- and three-stage training (Section 4.1),
vanilla and SUNDAE model (Section 3.2), and
adding inference tweaks (Section 3.4). We see that
each addition—Stage III, SUNDAE, and inference
tweaks—has a positive effect on validation perfor-
mance in all settings, and the best model, naturally,
is SUNDAEII, III with inference tweaks.
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ConLL-14 test set W&I+L test set
Prec Rec F0.5 Prec Rec F0.5

Autoregressive

BART-large (Katsumata and Komachi, 2020) 69.3 45.0 62.6 68.3 57.1 65.6
BART(12+2) Our implementation 69.2 49.8 64.2 69.6 63.5 68.3
T5-XXL, 11B parameters (Rothe et al., 2021a) — — 68.75 — — 75.88

Non-autoregressive

LevT (Chen et al., 2020) 53.1 23.6 42.5 45.5 37.0 43.5
FELIX (Mallinson et al., 2022) — — — — — 63.5
PIE, BERT-large (Awasthi et al., 2019b) 66.1 43.0 59.7 58.0 53.1 56.9
GECToRlarge, 1 step (Tarnavskyi et al., 2022) 75.4 35.3 61.4 82.03 50.81 73.05
GECToRlarge, 3 steps (Tarnavskyi et al., 2022) 76.2 37.7 63.3 80.73 53.56 73.29
GECToRlarge, 5 steps (Tarnavskyi et al., 2022) 76.1 37.6 63.2 80.73 53.63 73.32
GECToRXLNet (Omelianchuk et al., 2020) 77.5 40.1 65.3 79.2 53.9 72.4
GEC-DePenD, vanilla Ours 67.8 41.3 60.1 69.5 55.3 66.1
GEC-DePenD, SUNDAE Ours 73.2 37.8 61.6 72.9 53.2 67.9

Table 2: Experimental results on the ConLL-14 and W&I+L test sets.

Model Speedup #params

BART(12+2), greedy dec. 1.0x 238M
BART(12+2), aggressive dec. 3.7x 238M
GECToRXLNet, 5 steps 2.8x 120M
GECToRlarge, 1 step 3.8x 360M
GECToRlarge, 3 steps 2.4x 360M
GECToRlarge, 5 steps 2.4x 360M
GEC-DePenD, vanilla 5.3x 253M
GEC-DePenD, SUNDAE 4.7x 253M

Table 3: Performance comparison, ConLL-2014-test.

5.3 SUNDAE hyperparameters
Next, we show that tuning SUNDAE hyperparame-
ters, i.e., number of steps and λ0 (Section 3.2), can
indeed improve performance; for the final model,
we chose λ0 = 0.25 and 2 steps of SUNDAE.

5.4 Beam search rescoring and sinkhorn
We first check how much choosing the right hy-
pothesis from the beam search output will increase
the performance. We generate top 3 beam search
outputs and use the decoder to fill in 〈msk〉 tokens.
Then we select the hypothesis with the best GLEU
score (Wu et al., 2016) compared to the ground
truth, evaluating on W&I+L-dev. The next section
of Table 4 shows that although the results deterio-
rate significantly from #1 beam search hypothesis
to #2 and #3 (suggesting that beam search works
as intended), choosing the best out of top three
gives a very large increase in the metrics (more
than +0.1 in terms of the F0.5 measure), so there
is a lot of room for improvement in beam search
generation. For this improvement, we explored two
approaches. First, we tried to rescore hypotheses
with decoder scores. Note that the log probabil-

Model Prec Rec F0.5

Dataset construction

VanillaII, III + FELIX tagger 52.5 39.5 49.3
VanillaII, III + Algorithm 1 57.6 38.9 52.5

Training stages, SUNDAE and inference tweaks

VanillaII 57.9 36.5 51.8
VanillaII + inf. tweaks 59.3 34.6 51.9
SUNDAEII 56.4 39.3 51.9
SUNDAEII + inf. tweaks 59.9 35.0 52.4
VanillaII, III 54.6 42.8 51.7
VanillaII, III + inf. tweaks 60.6 36.5 53.5
SUNDAEII, III 54.9 43.4 52.1
SUNDAEII, III + inf. tweaks 63.5 34.3 54.3

SUNDAE hyperparameters selection

1 step, λ0 = 0.75 60.8 36.5 53.6
1 step, λ0 = 0.25 62.9 33.9 53.7
1 step, λ0 = 0.01 60.8 35.8 53.4
2 steps, λ0 = 0.75 61.2 36.6 54.0
2 steps, λ0 = 0.25 63.5 34.3 54.3
2 steps, λ0 = 0.01 61.6 36.4 54.1
3 steps, λ0 = 0.75 61.3 36.7 54.0
3 steps, λ0 = 0.25 63.5 34.3 54.3
3 steps, λ0 = 0.01 61.7 36.4 54.1

Beam search rescoring and sinkhorn

#1 hypothesis, no length norm 60.4 35.2 52.8
#2 hypothesis, no length norm 40.4 28.3 37.2
#3 hypothesis, no length norm 33.1 28.3 32.0
Best of top-3 by GLEU 71.8 45.9 64.5
#1 hypothesis, with length norm 60.6 36.5 53.5
Decoder rescoring, λresc = 0.99 62.3 31.8 52.3
Decoder rescoring, λresc = 0.999 60.3 34.8 52.6
Decoder rescoring, λresc = 1 60.4 35.2 52.8
VanillaII, III, 16 sinkhorn layers 60.6 36.7 53.6

Table 4: Ablation study on W&I+L-dev.

ity of a hypothesis is the sum of permutation and
decoder scores. We introduce λresc ∈ [0, 1] and
choose the best hypothesis out of three by the score
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λresc log p (π|x) + (1 − λresc) log p (y|π,x) . We
chose the best λresc by validation F0.5 but found
that while λresc does help rebalance precision and
recall, the best F0.5 is achieved for λ∗resc = 1, so
rescoring with the decoder is not helpful.

The second approach, length normalization (Sec-
tion 3.4), indeed improved the performance.

Another related idea, the sinkhorn layer, was
proposed by Mena et al. (2018) as an extension of
the Gumbel-Softmax trick and later used for GEC
by Mallinson et al. (2022). For an arbitrary matrix
A, a sinkhorn step is defined as follows:

A′ = A− LogSumExp(A,dim = 0),

A(1) = A′ − LogSumExp(A′, dim = 1).

A(1) is the output of the first sinkhorn step, and
these steps can be repeated. The theoretical motiva-
tion here is that when the number of steps k tends
to infinity, exp(A(k)) tends to a doubly stochastic
matrix, i.e., after applying arg max to each row
we obtain a valid permutation that does not point
to the same token twice; the idea is to make several
sinkhorn steps on A and then optimize the cross-
entropy loss as usual. We have experimented with
different variations of sinkhorn layers, but even the
best (shown in Table 4) did not bring any improve-
ments.

6 Conclusion

In this work, we have presented GEC-DePenD, a
novel method for non-autoregressive grammatical
error correction that decouples permutation and
decoding steps, adds the step-unrolled denoising
autoencoder into the decoder network, changes
the dataset construction algorithm to preserve long
spans, and uses inference tweaks to improve the re-
sults. GEC-DePenD shows the best results among
non-autoregressive language-agnostic GEC mod-
els and significantly outperforms other models in
terms of inference speed. We hope that our ap-
proach can become a basis for real life applications
of grammatical error correction.

7 Limitations

The main limitations of our study also provide
motivation for future work. First, while we
have provided an extensive ablation study for
GEC-DePenD, there are many more low-level op-
timizations that can be done to further improve
the results. In a real life application, one would
be encouraged to investigate these optimizations.

Second, obviously, non-autoregressive models, in-
cluding GEC-DePenD, still lose to state of the art
autoregressive models. While the existence of this
gap may be inevitable, we believe that it can be
significantly reduced in further work.
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Not applicable. Left blank.

�3 B6. Did you report relevant statistics like the number of examples, details of train / test / dev splits,
etc. for the data that you used / created? Even for commonly-used benchmark datasets, include the
number of examples in train / validation / test splits, as these provide necessary context for a reader
to understand experimental results. For example, small differences in accuracy on large test sets may
be significant, while on small test sets they may not be.
Section 4

C �3 Did you run computational experiments?
Sections 4 and 5

�3 C1. Did you report the number of parameters in the models used, the total computational budget
(e.g., GPU hours), and computing infrastructure used?
Section 4
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�3 C2. Did you discuss the experimental setup, including hyperparameter search and best-found
hyperparameter values?
Section 4

�3 C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary
statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?
Sections 4 and 5

�3 C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?
Section 3

D �7 Did you use human annotators (e.g., crowdworkers) or research with human participants?
Left blank.

� D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
No response.

� D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?
No response.

� D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?
No response.

� D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
No response.

� D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
No response.
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