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Abstract

Graph neural networks (GNNs), which effec-
tively use topological structures in the knowl-
edge graphs (KG) to embed entities and rela-
tions in low-dimensional spaces, have shown
great power in knowledge graph completion
(KGC). KG has abundant global and local struc-
tural information, however, many GNN-based
KGC models cannot capture these two types
of information about the graph structure by de-
signing complex aggregation schemes and are
not designed well to learn representations of
seen entities with sparse neighborhoods in iso-
lated subgraphs. In this paper, we find that a
simple attention-based method can outperform
a general GNN-based approach for KGC. We
then propose a double-branch multi-attention-
based graph neural network (MA-GNN) to
learn more expressive entity representations
that contain rich global-local structural infor-
mation. Specifically, we first explore the graph
attention network-based local aggregator to
learn entity representations. Furthermore, we
propose a snowball local attention mechanism
by leveraging the semantic similarity between
two-hop neighbors to enrich the entity embed-
ding. Finally, we use Transformer-based self-
attention to learn long-range dependence be-
tween entities to obtain richer representations
with the global graph structure and entity fea-
tures. Experimental results on five benchmark
datasets show that MA-GNN achieves signif-
icant improvements over strong baselines for
inductive KGC.

1 Introduction

Knowledge graphs (KGs), which are collections
of structured knowledge represented by factual
triples (head entity, relation, tail entity), are crucial
for many applications, including semantic search
(Xiong et al., 2017), question-answering (Kaiser
et al., 2021), recommendation systems (Wang et al.,
2021), etc. However, even large-scale KGs (e.g.,

∗The corresponding author.

Freebase and DBpedia) that have billions of triples,
are inevitably incomplete, limiting their real-world
applications. Therefore, knowledge graph comple-
tion (KGC) recently attracted extensive attention
and attempts to automatically predict the missing
head (tail) given the relation and tail (head) in a
factual triple.

To address these challenges, knowledge graph
embedding (KGE) methods have been recently in-
troduced as an effective solution to solve the in-
completion problem (Bordes et al., 2013; Dettmers
et al., 2018; Sun et al., 2019; Trouillon et al., 2016).
KGE aims to define a scoring function and embeds
entities and relations into a low-dimensional vector
space to assess the plausibility of triplets based on
the observed triples. However, it is significantly re-
liant on the pre-defined scoring function and rather
challenging to encode structural information about
an entity into a single vector.

To this end, graph neural networks (GNNs) (Def-
ferrard et al., 2016; Kipf and Welling, 2017) have
recently been proposed for inductive KGC, due to
the intrinsic graph structure of KGs, which learn
the hidden representation of each entity by ag-
gregating its corresponding local neighbors’ infor-
mation (Hamaguchi et al., 2017; Albooyeh et al.,
2020). These methods still suffer from restricted ex-
pressiveness and problems because of the shallow
network architecture. First, they can only capture
local information within the neighborhood of in-
dividual entities, lacking the capability to exploit
global information. Second, a large knowledge
graph consists of multiple isolated and small sub-
graphs that are not connected to the main subgraph,
as shown in Figure 1(a). Existing GNN methods of-
ten suffer from over-smoothing or over-squashing
(Chen et al., 2020) with the increase of GNN lay-
ers and limited entities and relations in isolated
subgraphs. In contrast, attention-based methods
are effective in aggregating multi-hop neighbor in-
formation, leading to richer entity representation
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Figure 1: Our MA-GNN not only aggregates one-hop
but also captures the information between two-hop
neighborhood entities.

(Nathani et al., 2019; Zhao et al., 2022; Li et al.,
2022b). Despite the success of these attention-
based GNN methods, most of them concentrate
on encoding high-order topological information (a
path or random walking sequence) while ignoring
the rich structural information from neighborhood
entities (Li et al., 2018; Nathani et al., 2019). Be-
sides they have not paid enough attention to the
integration of local and global information, which
is important for encoding complex information. As
shown in Figure 1(a), three one-hop neighbors are
connected to ei0, and the three one-hop neighboring
entities connect the diverging two-hop neighboring
entities. Besides, we also note that the number of
two-hop neighboring entities is much higher than
the number of one-hop neighborhood entities, as
shown in Figure 1(b). It is unreasonable to fuse
two-hop neighborhood entities for each target en-
tity directly. Thus, it is meaningful for a target en-
tity to pay more attention to its multi-hop neighbors
and incorporate both global and local structural in-
formation in order to learn effective knowledge
representations.

In this paper, we propose a Double-Branch
Multi-Attention Graph neural network (MA-GNN)
for KGC in order to preserve global-local struc-
tural information. MA-GNN is an encoder-decoder
model where three types of attention mechanisms
(Graph attention network (GAT), Snowball lo-
cal attention-based mechanism, and Transformer-
based self-attention module) and ConvE (Dettmers
et al., 2018) play the roles of an encoder and de-
coder, respectively. Furthermore, three types of at-
tention mechanisms are utilized in the two branches
to extract global and local features due to the differ-
ences in these two branches’ characteristics. Specif-
ically, we first employ GAT and Transformer-based

self-attention to learn entity representation in order
to capture global-local structure information. Sec-
ond, a snowball local attention module is proposed
to compute the local semantic similarity between
two-hop neighborhood entities.

In summary, we make the following contribu-
tions:

• We propose a double-branch multi-attention
graph neural network for KGC. The network
consists of two parallel branches, i.e., the
global branch and the local branch. Com-
pared with other attention-based GNN meth-
ods, our method can capture local informa-
tion and long-term dependence between enti-
ties through GAT and Transformer based self-
attention.

• To extract more discriminative features, we
design a snowball local attention mechanism
that can learn the entity similarity between 2-
hop neighborhood entities of the target entity
and encode more information like a snowball.

• We compare our method with previous KGC
methods on five benchmark datasets. Exper-
iments demonstrate that MA-GNN leads to
significant improvement, achieving Hits@10
scores of 0.679 on the WN18RR dataset,
0.823 on the NELL-995 dataset, and 0.932
on the FB15K dataset, outperforming state-of-
the-art methods by 12.7%, 4.3% and 15.1%,
respectively.

2 Methods

An encoder-decoder framework is used in the MA-
GNN model. The framework of MA-GNN is
shown in Figure 2. We only need to stack the
encoder into several layers to obtain entity repre-
sentation. MA-GNN presents four main modules:
GAT(Encoder), Transformer-based self-attention
module (Encoder), Snowball local attention mod-
ule (Encoder), and Knowledge graph completion
module (Decoder).

2.1 Graph attention network module
Assuming that each entity ei in the knowledge
graph G = (E,R) has an initial feature vector
z0 ∈ Rd, we employ a graph attention network
(GAT) to gather local information from the target
entity’s neighbors, which calculates the attention
score αl

i,j in the l-th layer given the entity ei and
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its one-hop neighbors ej ∈ Ni, Ni is the one-hop
neighbors of entity ei.
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where zli is the embedding of entity ei in the l-
th layer. For entity features, there is a learnable
weight matrix called W l

n. f l refers to a fully con-
nected neural network. Here, we use ReLU as the
activation function, which is σ. By summing the
weighted features of entity ei’s neighbors, we can
aggregate local information for entity ei:

sli =
∑

j∈Ni

αl
i,jz

l
i (2)

The updated entity representation is then computed
by:

zl+1
i = zli + λW l

ws
l
i (3)

where λ determines how much information is
passed between neighbors. W l

w is the parameter
that needs to be trained.

2.2 Transformer-based self-attention module
Transformer is presented as a unique encoder-
decoder architecture constructed from several self-

attention components (Vaswani et al., 2017). Let
Z ∈ Rn×d be the input for each Transformer based
self-attention layer, where n is the number of en-
tities and d is the dimension of each entity. Then,
a function fW : Rn×d → Rn×d with the formula
fW (Z) = z can be used as one Transformer-based
self-attention layer:

A =
1√
d
ZWQ

(
ZWK)⊤ (4)

Z ′ = SoftMax (A) (ZWV ) (5)

M = LayerNorm1

(
Z ′WO + fZ

)
(6)

F = σ (MW 1 + b1)W2 + b2 (7)

z = LayerNorm2 (M + F ) (8)

where LayerNorm() is the layer normalization func-
tion, Softmax() is the row-wise softmax function,
and σ is the activation function (e.g., ReLU). In
the layer, the following parameters are trainable:
WQ,WK ,WV ,WO,W1, b1,W2, and b2. In more
detail, WQ,WK , and WV are broken down into H
heads using the formulas W (h)

Q , W (h)
K , W (h)

V , and
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the matrices Z(h) from the attention heads are then
concatenated to produce Z ′.

A(h) =
1√
d
ZW

(h)
Q

(
ZW

(h)
K

)⊤
(9)

Z ′ =∥Hh=1

(
SoftMax

(
A(h)

)
ZW

(h)
V

)
(10)

Once we obtain the final per-entity representa-
tion zli encoded by GAT, where l is the total number
of GAT layers, we pass it to the Transformer-based
self-attention subnetwork of MA-GNN as shown
in Figures 2 and 3. N and K refer to the number of
stacked modules. In order to normalize the embed-
ding, we first project the zli into the Transformer-
based self-attention dimension and normalize the
embedding using a layer normalization:

pli = LayerNorm
(
Wpz

l
i

)
(11)

where WP ∈ RdT×dG is a learnable weight matrix,
RdT is the self-attention dimension, and RdG is the
dimension of the final GAT embeddings. Since the
Transformer-based self-attention is permutation-
invariant without a positional encoding (Wu et al.,
2021), we utilize the random walk method (Perozzi
et al., 2014) to obtain entity sequences.

α
l(h)
i,j =

1√
dT
pl−1
i W

l(h)
Q

(
pl−1
j W

l(h)
K

)⊤
(12)

p′i = ∥Hh=1

(
SoftMax

(
α
l(h)
i,j

)
pl−1
k W

l(h)
V

)
(13)

where W l
Q, W l

K , and W l
V are the learned query,

key, and value matrices for a single attention head
in layer l, respectively, and h is the number of at-
tention heads.

2.3 Snowball local attention module
In this subsection, we first construct one-hop neigh-
borhood subgraphs that focus on the neighbors of
the target entities (e.g., ei0, ej0, ek0), as shown in
Figure 4, and then utilize the proposed snowball
local attention mechanism to aggregate local graph
structure information. The snowball local attention
mechanism samples two-hop neighbors and one-
hop neighbors of the target entity, and is capable of
capturing entity similarity between two-hop neigh-
borhood entities according to the attention scores
between two-hop neighbors. Here, we only present
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Figure 3: The combined framework for GNN and Trans-
former based attention modules.

one formulation for the snowball local attention
layer:

z̄ik = σ


 ∑

eim,eik∈Ni

αi
kmWzik, k,m = 1, 2, 3 . . .




(14)
where z̄ik and zik denotes the embeddings of the en-
tity eik. Ni refers to the two-hop neighbors of entity
ei. i in zik refers to the i-th one-hop neighborhood
subgraph or the target entity ei0 (see Figures 2 and
4), k = 0 refers to the target entity, and k, m = 1,
2, 3... refers to the two-hop neighborhood entities.
αi
km is the semantic similarity between two-hop

neighbors.
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After passing through the snowball local atten-
tion layer, the two-hop neighborhood entities are
normalized. The normalization output is then fed
into a feedforward neural network, and the out-
put vector z of the feedforward neural network is
added with the output vectors of the GAT module
and Transformer-based self-attention module. The
“Add” is comparable to simplified feature fusion.
The Snowball local attention module is stacked into
M layers, as shown in Figure 2, with M = 2.

As illustrated in Figure 4, ei0 is the target entity,
and the one-hop neighboring subgraph belongs to
it. Graph attention network module performs linear
combination on embeddings of one-hop neighbors
according to the attention scores and then aggre-
gates these one-hop neighborhood entities on the
target entity to learn its new entity representation.

However, GAT takes two stages of graph atten-
tion for entity ei0 to aggregate entity ej1. ej1 is a
one-hop neighboring entity of ej0 (ei1) and also is
a two-hop neighborhood entity of the target entity
ei0. Following this, ek0 is a two-hop neighbor entity
of ei1, snowball local attention mechanism looks
like a snowball effect. To capture richer graph
structure information and entity features, we use
a snowball local attention mechanism that learns
different semantic similarity information to gener-
ate entity features and then utilizes these features
to fuse feature vectors resulting from the graph
attention network module and Transformer-based
self-attention architecture.

2.4 Knowledge graph completion module
We specifically choose ConvE (Dettmers et al.,
2018) as the decoder. In our experiments, rela-
tional features are represented using the initializa-
tion feature representations. ConvE computes the
knowledge triple scores based on the reshaped ten-
sors after first reshaping the embeddings of triples
(h, r, t) into 2D tensors. The prediction from (h,
r, ?) to t or from (?, r, t) to h is then carried out
by using the output embeddings. The ConvE score
function is:

f(h, r, t) = σ
(
f(σ([h̃; r̃] ∗ ψ))WQ

)
t (16)

where h̃ and r̃ refer to 2D reshapings of h and r, ∗
stands for the convolution operator, and ψ repre-
sents a set of convolution kernels. The vectoriza-
tion function is f(), and the weight matrix is WQ.
σ refers to the ReLU activation function. ConvE
implies that triples with higher scores than those

with lower scores are positive. The proposed MA-
GNN model’s loss function is defined as follows:

L =
∑

(h,r,t)∈Tt
− 1

N

N∑

i=1

(
y(h,r,ti) (g (f (h, r, ti)))

+
(
1− y(h,r,ti)

)
log (1− g (f (h, r, ti)))

)

(17)
where y(h, r, ti) is the triple (h, r, ti)’s label (1 or
0). The sigmoid function is represented by g, and
N stands for the number of candidates for the tail
entity.

3 Experiments

3.1 Experiment settings
3.1.1 Datasets
Following the standard train/test split, we evalu-
ate our proposed method using the five benchmark
datasets: FB15K-237 (Toutanova and Chen, 2015),
WN18RR (Dettmers et al., 2018), FB15K (Bor-
des et al., 2011), WN18 (Bordes et al., 2011), and
NELL-995 (Zhao et al., 2022). We further inves-
tigate the number of subgraphs in each dataset
and the number of entities contained in them.
WN18RR, WN18, and NELL-995 are much sparser
than FB15K-237 and FB15K, which indicates that
these datasets contain less structural information.
Table 5 in the appendix shows statistics for all
datasets.

3.1.2 Baselines
We compare MA-GNN with geometric methods in-
cluding TransE (Bordes et al., 2013), RotatE (Sun
et al., 2019), ATTH (Chami et al., 2020), TimE
(Zhang et al., 2021), Rot-Pro (Song et al., 2021),
BiQUE (Guo and Kok, 2021), HBE (Pan and Wang,
2021), DeepER (Zeb et al., 2022), RotatE-IAS
(Yang et al., 2022), HousE (Li et al., 2022a), and
GIE (Cao et al., 2022); Tensor decomposition meth-
ods including ComplEx (Trouillon et al., 2016),
Procrustes (Peng et al., 2021), HypER (Balaže-
vić et al., 2019); Negative sampling (NS) meth-
ods including CAKE (Niu et al., 2022a), KGTuner
(Zhang et al., 2022b); Deep learning and attention-
based methods including ConvE (Dettmers et al.,
2018), Interact (Vashishth et al., 2020a), HittER
(Chen et al., 2021), KGA (Wang et al., 2022),
PUDA (Tang et al., 2022), JointE (Zhou et al.,
2022), EC2 (Niu et al., 2022b), and StructurE
(Zhang et al., 2022a); and Graph neural network
methods including R-GCN (Schlichtkrull et al.,
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2018), KBGAT (Nathani et al., 2019), CompGCN
(Vashishth et al., 2020b), SE-GNN (Li et al.,
2022a), Rethinking (Zhang et al., 2022c), MRGAT
(Li et al., 2022b), and EIGAT (Zhao et al., 2022).

3.2 Overall results
Table 1, 6, and 7 shows the link prediction per-
formance on the test set on standard benchmarks.
From the experimental results, we observe that
our method significantly outperforms the bench-
mark methods, especially for sparse knowledge
graphs, i.e., WN18RR and NELL-995, in which
our method outperforms the second-best methods
by 12.7% and 15.1% on the Hits@10, respectively.

Our approach ranks second on the H@10 metric
on the FB15K-237, but it still performs best on
the other metrics. On WN18, FB15K and NELL-
995, MA-GNN also achieves competitive results
compared to baseline models, with significant im-
provement on NELL-995 dataset. As shown in the
table 1, other methods have competition on some
measures, but our method has significant results
on all metrics, which demonstrates the robust per-
formance of the proposed approaches in capturing
global-local structure information in KGs.

In Table 8, we find that the result of predicting
the tail entity in both the validation set and the test
set is significantly higher than the result of predict-
ing the head entity, on FB15K-237 and WN18RR,
which indicates that our method is more capable of
capturing extra information by aggregating neigh-
boring entities when it predicts the tail entity.

3.3 Ablation study
There are three primary modules in MA-GNN:
GAT, snowball local attention module, and Trans-
former based self-attention module. On FB15K-
237 and WN18RR, we evaluate the effect of dif-
ferent modules. “MA-GNN w/o A” is the model
without using the snowball local attention mod-
ule, “MA-GNN w/o T” is the model without using
Transformer based self-attention module. Besides,
“GAT w/ MLP” indicates that the snowball local
attention module is replaced by a multilayer per-
ceptron in the model, and the Transformer based
self-attention module is removed. From Table 2,
we can see that MA-GNN performs better than
the model after removing different modules. Com-
pared with “MA-GNN w/o A”, “MA-GNN w/o T ”,
and “MA w/ MLP”, MA-GNN is more powerful be-
cause it can capture the rich global-local features by
using multi-attention methods. On the WN18RR
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Figure 5: Influence of the different attention module on
the WN18RR dataset in MRR, MR, Hits@1, Hits@3,
Hits@10.

dataset, compared to MA-GNN, the Hits@10-value
of “GAT w/ MLP” is 20.8% lower, the Hits@10-
value of “MA-GNN w/o A” is 11.8% lower, and
the Hits@10-value of “MA-GNN w/o T” is 7.5%
lower.

The fact that "GAT w/ MLP" performed poorly
shows how powerful our snowball local attention
and Transformer-based self-attention modules are.
Additionally, as observed in Figure 5, it is evident
that the values of "GAT w/ MLP" undergo the most
significant changes, while "MA-GNN w/o A" and
"MA-GNN w/o T" exhibit the least variation. This
observation implies that the snowball local atten-
tion module possesses a greater capacity for encod-
ing information. Due to our early stopping strategy,
the convergence curves in Figure 5 are not all the
same length. The integration of the GAT module
into MA-GNN is crucial for two reasons. Firstly,
the snowball local attention module aggregates the
feature representations of two-hop neighbors, re-
sulting in the exclusion of certain target entities dur-
ing calculation. Secondly, the transformer-based
self-attention module truncates subgraphs with a
high number of multi-hop neighborhood entities
during batch computation, further preventing the
calculation of specific target entities.
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Models FB15K-237 WN18RR
MRR MR H@1 H@3 H@10 MRR MR H@1 H@3 H@10

Geometric methods
TransE (2013) 0.330 173 0.231 0.369 0.528 0.223 3380 0.014 0.401 0.529
RotatE (2019) 0.338 177 0.241 0.375 0.533 0.476 3340 0.428 0.492 0.571
ATTH (2020) 0.348 - 0.252 0.384 0.540 0.486 - 0.443 0.499 0.573
TimE (2021) 0.346 171 0.250 0.382 0.537 0.477 2858 0.428 0.493 0.577
Rot-Pro (2021) 0.344 201 0.246 0.383 0.540 0.457 2815 0.397 0.482 0.577
BiQUE (2021) 0.365 - 0.270 0.401 0.555 0.504 - 0.459 0.519 0.588
HBE (2021) 0.336 - 0.239 0.372 0.534 0.488 - 0.448 0.502 0.570
RotatE-IAS (2022) 0.339 195 0.242 0.374 0.532 0.483 3862 0.467 0.502 0.570
HousE (2022) 0.361 153 0.266 0.399 0.551 0.511 1303 0.465 0.528 0.602
GIE (2022) 0.362 - 0.271 0.401 0.552 0.419 - 0.452 0.505 0.575

Tensor decomposition methods
ComplEx (2016) 0.323 165 0.229 0.353 0.513 0.468 5542 0.427 0.485 0.554
Procrustes (2021) 0.345 - 0.249 0.379 0.541 0.474 - 0.421 0.502 0.569

Negative sampling (NS) methods
CAKE (2022) 0.321 170 0.226 0.355 0.515 - - - - -
KGTuner (2022) 0.352 - 0.263 0.387 0.530 0.484 3380 0.440 0.506 0.562

Deep learning and attention-based methods
ConvE (2018) 0.325 244 0.237 0.356 0.501 0.430 4187 0.400 0.440 0.520
HittER (2021) 0.373 - 0.279 0.409 0.558 0.503 - 0.462 0.516 0.584
KGA (2022) 0.357 - 0.265 - 0.540 - - - - -
PUDA (2022) 0.369 - 0.268 0.408 0.578 0.481 - 0.436 0.498 0.582
JointE (2022) 0.356 177 0.262 0.393 0.543 0.471 4655 0.438 0.483 0.537
StructurE (2022) 0.351 160 0.252 0.390 0.546 0.479 2865 0.425 0.500 0.585

Graph neural network methods
CompGCN (2020) 0.355 197 0.264 0.390 0.535 0.479 3533 0.443 0.494 0.546
Rethinking (2022) 0.355 249 0.264 0.389 0.535 0.472 3434 0.437 0.485 0.544
SE-GNN (2022) 0.365 157 0.271 0.399 0.549 0.484 3211 0.446 0.509 0.572
MRGAT (2022) 0.358 - 0.266 0.386 0.542 0.481 - 0.443 0.501 0.568

MA-GNN 0.379 145 0.282 0.415 0.569 0.565 886 0.507 0.592 0.679

Table 1: Link prediction results on FB15K-237 and WN18RR. The best results are in bold. Results for TransE,
ConvE, RotatE, and ComplEx are from (Li et al., 2022a). Other results are from the published paper.

Models FB15K-237 WN18RR
MRR MR H@1 H@3 H@10 MRR MR H@1 H@3 H@10

GAT w/ MLP 0.345 214 0.252 0.380 0.532 0.465 3493 0.426 0.481 0.538
MA-GNN w/o A 0.365 159 0.272 0.400 0.550 0.491 1179 0.437 0.512 0.599
MA-GNN w/o T 0.371 142 0.275 0.409 0.561 0.509 888 0.446 0.540 0.628

MA-GNN 0.379 145 0.282 0.415 0.569 0.565 886 0.507 0.592 0.679

Table 2: Comparison of the results for different variants of MA-GNN.
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4 Related work

4.1 GNN-based models
To date, the most existing GNN-based meth-
ods have been proposed to deal with the multi-
relational edges in KGs (Nathani et al., 2019;
Vashishth et al., 2020b; Yu et al., 2021; Zhang
et al., 2022c; Li et al., 2022a). These approaches
design different message-passing mechanisms to
capture the graph structure and attributes of enti-
ties. CompGCN (Vashishth et al., 2020b) describes
a compositional operator across each edge con-
necting the neighborhood entities of the target en-
tity. SE-GNN (Li et al., 2022a) proposes a novel
semantic evidence-aware graph neural network-
based KGE model to assist KGE extrapolation.
Rethinking (Zhang et al., 2022c) aims to explore
the real effect of GCNs in KGC, and proposes
the LTE-KGE framework, which combines lin-
early transformed entity embeddings with existing
KGE models. MRGAT designed a heterogeneous
GNN-based framework for KGs that directly ap-
plies GNN to the multi-relational graph (Li et al.,
2022b). KBGAT utilizes GAT to incorporate both
entity and relational features in any entity’s neigh-
borhood (Nathani et al., 2019).

4.2 Attention-based models
Recently, attention-based methods, which measure
the semantic similarity of neighbors, have become
increasingly popular for knowledge graphs. The
recent approaches (Zhang et al., 2020a; Rong et al.,
2020; Dwivedi and Bresson, 2020) propose GNN-
based frameworks that adopt Transformer-based at-
tention to aggregate neighbor information. (Zhang
et al., 2020a) and (Rong et al., 2020) investigate the
issue of learning long-distance relationships with-
out over-smoothing by focusing on graph structure
rather than one-hop neighbors. In addition to of-
fering different views of attention over the nodes
and edges, we attempt to describe link prediction
in knowledge graphs. The first effort to forecast
missing entities in KGs using attention-based ap-
proaches was presented in (Nathani et al., 2019).
Additionally, attention techniques are used to incor-
porate additional information into the learned en-
tity representation (Wang et al., 2021; Zhang et al.,
2022d). (Nathani et al., 2019) introduces a triple-
level attention model that incorporates the com-
bined information of both entities and relationships
in the neighbors of a target entity. (Zhang et al.,
2020b) offered a two-level hierarchical attention

mechanism, decoupling the triple-level attention of
(Nathani et al., 2019) into relationship-level atten-
tion and entity-level attention. MRGAT encodes
each relation-path-based neighbors feature through
the entity-level attention(Li et al., 2022b). Most
recently, (Chen et al., 2021; Bi et al., 2022) propose
the Transformer-based model to handle the hetero-
geneity of relations. For a variety of multimodal
knowledge graph completion tasks, MKGformer
(Chen et al., 2022) utilizes a hybrid transformer
architecture with a unified input-output. In com-
parison, our method focuses on extracting all-sided
semantic features by leveraging self-attention to
learn long-distance global information on multi-
hop paths and snowball local attention to capture
local information.

5 Conclusion

In this paper, we propose MA-GNN, a simple and
efficient framework for learning global-local struc-
ture information based on multi-attention. We in-
corporate a Transformer-based self-attention mod-
ule into a standard GAT module to encode local
graph structure information and learn long-range
relationships. We design a snowball local attention
mechanism to enrich the entity embeddings based
on the similarities between two-hop neighborhood
entities. On the five commonly known benchmark
datasets, empirical experiments show that our pro-
posed model achieves competitive performance
compared with state-of-the-art performance.

6 Limitations

The paper has only focused on graphs with multi-
type relations (knowledge graphs). When MA-
GNN shows improvement over baselines, someone
may doubt if MA-GNN will do well on single-type
relation graphs. The limitations of the represen-
tational power of the MA-GNN model should be
discussed more deeply.

7 Ethics Statement

MA-GNN focuses on improving the performance
of link prediction and has no particular ethical con-
sideration.
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A Appendix

A.1 Setup
In our model, Both the modules (GATs and snow-
ball local attention module) have 2 layers with the
ReLU activation function. Transformer-based self-
attention is configured with eight heads and five
layers. Additionally, we use the following mea-
sures to evaluate our models against baselines: (1)
Mean Rank (MR, the mean of all expected rank-
ings); (2) Mean Reciprocal Rank (MRR, the mean
of all reciprocals of predicted ranks) (3) Hits@n,
n=1, 3, 10 (H@1, H@3, H@10).

We perform a hyperparameter search on the di-
mensions, learning rate, optimizer, negative sample
size, and batch size for our proposed model. For
each dataset, we list the optimal hyperparameters
(dimensionality, learning rate, optimizer, batch nor-
malization, batch size, label smooth, entity dropout,
convolution dropout, FC dropout, and Convolu-
tion kernel size) as follows: WN18RR:400, 0.0015,

Adam, True, 256, 0.1, 0.2, 0.1, 0.4, 7; FB15K-237:
400, 0.00035, Adam, True, 1024, 0.1, 0.3, 0.3, 0.5,
7; FB15K: 400, 0.00035, Adam, True, 1024, 0.1,
0.3, 0.3, 0.5, 7; WN18: 400, 0.00035, Adam, True,
1024, 0.1, 0.3, 0.3, 0.5, 7; NELL995: 400, 0.00035,
Adam, True, 1024, 0.1, 0.3, 0.3, 0.5, 7.

A.2 Number of parameters
We compare the number of parameters of the
baselines and the MA-GNN on the FB15K-237
dataset in Table 3. MA-GNN is substantially more
parameter-efficient than the ConvE while improv-
ing the test Hits@10 score from 0.497 to 0.569.

A.3 Dimension selection
To show the impact of entity embedding dimen-
sions on performance, the performance of link
prediction with the different number of embed-
ding dimensions is shown in Table 4. It shows
that MA-GNN’s performance first rises and then
falls, as the entity embedding dimension increases,
and when the embedding dimension is 400, MA-
GNN achieves optimal results on FB15K-237 and
WN18RR datasets. This verifies that the entity
embedding dimension has an impact on the link
prediction task.

A.4 Impact of transformer-based
self-attention

To study the effects of Transformer-based self-
attention in MA-GNN, we random an instance and
visualize its attention matrix to analyze the impact
of transformer-based self-attention. From Figure
6, given the long-distance sequential paths, we
observe that models with transformer-based self-
attention have a vital impact on global weights and
can capture the semantic similarity between long-
range entities.
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Figure 6: Attention map from Transformer-based self-
attention.
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Models Parameters MRR Hits@1 Hits@10
ConvE (2018) 5.05M 0.312 0.225 0.497
HypER (2019) 4.30M 0.341 - 0.520
InteractE (2020) 10.70M 0.354 0.263 0.535
JointE (2022) 4.54M 0.356 0.262 0.537
MA-GNN 9.34M 0.379 0.282 0.569

Table 3: Parameter count. MA-GNN is substantially more parameter-efficient than the ConvE while improving the
test Hits@10 score from 0.497 to 0.569.

Dimensions FB15K-237 WIN18RR
MRR MR H@1 H@3 H@10 MRR MR H@1 H@3 H@10

200 0.338 151 0.250 0.370 0.512 0.504 1875 0.455 0.524 0.601
300 0.363 138 0.271 0.397 0.544 0.541 1040 0.488 0.564 0.646
400 0.379 145 0.282 0.415 0.569 0.565 886 0.507 0.592 0.679
500 0.372 149 0.277 0.408 0.560 0.556 1788 0.505 0.580 0.657
600 0.371 147 0.274 0.409 0.565 0.564 1487 0.510 0.587 0.667

Table 4: Impact of different embedding dimensions.

Datasets Entities Relations Train triplets Validation Triplets Test triplets

FB15K-237 14541 237 272115 17535 20466
WN18RR 40943 11 86835 3034 3134

FB15K 14951 1345 483142 50000 59071
WN18 40943 18 141442 5000 5000

NELL-995 75492 200 149678 543 3992

Table 5: Statistics of datasets

Models NELL-995
MRR H@1 H@3 H@10

TransE (2013) 0.401 0.344 0.472 0.501
ComplEx (2016) 0.482 0.399 0.528 0.606
ConvE (2018) 0.491 0.403 0.531 0.613
R-GCN (2018) 0.12 0.082 0.126 0.188
KBGAT (2019) 0.530 0.447 0.564 0.695
EC2 (2022) 0.350 0.281 0.402 0.475
EIGAT (2022) 0.545 0.464 0.584 0.715
MA-GNN 0.714 0.645 0.766 0.823

Table 6: Link prediction results on NELL-995.
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Models FB15K WN18
MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

TransE (2013) 0.463 0.297 0.578 0.749 0.495 0.113 0.888 0.943
RotatE (2019) 0.797 0.746 0.830 0.884 0.949 0.944 0.952 0.959
ConvE (2018) 0.657 0.558 0.723 0.831 0.943 0.935 0.946 0.956
R-GCN (2018) 0.348 0.252 0.384 0.540 0.486 0.443 0.499 0.573
ComplEx (2016) 0.692 0.599 0.759 0.839 0.941 0.936 0.945 0.947
HypER (2019) 0.790 0.734 0.829 0.885 0.951 0.947 0.955 0.958
CompGCN (2020) 0.801 0.715 0.834 0.862 0.942 0.921 0.933 0.941
DeepER (2022) 0.759 0.692 0.804 0.875 0.952 0.948 0.955 0.958
EC2 (2022) 0.715 0.651 0.750 0.857 0.946 0.940 0.945 0.952
MRGAT (2022) 0.813 0.741 0.853 0.893 0.947 0.932 0.946 0.971
MA-GNN 0.817 0.747 0.871 0.932 0.905 0.851 0.959 0.991

Table 7: Link prediction results on FB15K and WN18.

Models FB15K-237 WN18RR
MRR MR H@1 H@3 H@10 MRR MR H@1 H@3 H@10

Valid(Head) 0.289 192 0.193 0.316 0.476 0.525 891 0.468 0.548 0.639
Valid(Head) 0.487 100 0.384 0.525 0.672 0.595 615 0.541 0.583 0.704
Valid(Head) 0.285 183 0.189 0.310 0.473 0.519 1036 0.457 0.548 0.636
Valid(Head) 0.473 107 0.375 0.520 0.665 0.612 738 0.557 0.636 0.722

Table 8: Evaluation for predicting head-and-tail entities.

A.5 Effectiveness of snowball local attention
On the WN18RR dataset, we visualize the similar-
ity weights of the two-hop neighbors of entity e0.
From the dark color in the red dashed box in Figure
7, we observe some degree of similarity between
the two-hop neighbors. This result matches our
motivation that captures richer graph structure in-
formation and entity features using two-hop neigh-
bors and verifies the effectiveness of our proposed
snowball local attention mechanism.
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