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Abstract

Toxic language can take many forms, from
explicit hate speech to more subtle microag-
gressions. Within this space, models identify-
ing transphobic language have largely focused
on overt forms. However, a more pernicious
and subtle source of transphobic comments
comes in the form of statements made by Trans-
exclusionary Radical Feminists (TERFs); these
statements often appear seemingly-positive and
promote women’s causes and issues, while si-
multaneously denying the inclusion of trans-
gender women as women. Here, we introduce
two models to mitigate this antisocial behavior.
The first model identifies TERF users in social
media, recognizing that these users are a main
source of transphobic material that enters main-
stream discussion and whom other users may
not desire to engage with in good faith. The
second model tackles the harder task of recog-
nizing the masked rhetoric of TERF messages
and introduces a new dataset to support this
task. Finally, we discuss the ethics of deploy-
ing these models to mitigate the harm of this
language, arguing for a balanced approach that
allows for restorative interactions.

1 Introduction

Transgender individuals are frequent targets of
toxic language in online spaces (Craig et al., 2020;
Haimson et al., 2020). Multiple approaches to rec-
ognizing such abusive language have focused on
identifying explicit forms of abuse, such as using
trans-specific slurs (Waseem et al., 2017; Schmidt
and Wiegand, 2017; Fortuna and Nunes, 2018).
However, not all verbal abuse directed towards the
transgender community is so explicit. Within those
transphobic groups, trans-exclusionary radical fem-
inists (TERFs) are a community who is critical of
the notion of gender, and position the existence
of trans women as antithetical to “womanhood.”1

∗ Work performed in part at the University of Michigan
1We acknowledge that the use of the term TERF is po-

tentially contentious, as some individuals who identify these

I find it increasingly harder to believe that the
people saying this nonsense actually believe it.
A man is a woman because he wears some lip-
stick and says he’s a woman, but a woman isn’t a
woman because of biology??
Some would say that LGB have already been
“thrown under the bus” to accommodate an ideol-
ogy that relies heavily upon gender stereotypes
and “being in the wrong body.” I hear there’re a
lot of lesbians who feel like this.
Guarantee they’ll expect more rigorous research
to debate the ethics of fancy shoes than they did
for men in women’s sports

Figure 1: Examples of harmful rhetoric by TERFs which
reference notions of biological essentialism in defin-
ing gender and exclusion of transgender women from
sports. While offensive, we include the examples here
to highlight the subtlety in their exclusionary messages.
Throughout the paper, all messages are lightly para-
phrased for privacy.

As such, the language of their attacks is frequently
couched in arguments promoting women’s safety
and rights—nominally positive language. TERF

groups maintain an active presence across public
social media and are often a source of transphobia
online (Pearce et al., 2020). However, their masked
rhetoric is unrecognized by current models for hate
speech detection, and indeed, identifying TERFs
in general can be difficult if one is not familiar
with their lines of argumentation, as seen in the
examples in Figure 1. Interacting with individuals
propagating these beliefs can be materially harmful
and as a result, multiple transgender communities
and allies have established lists of known TERF

accounts to help individuals block or avoid abuse.
However, the recruitment of new individuals with
TERF beliefs as well as sockpuppet accounts make

views consider it derogatory. Nonetheless, our use follows
current academic practice in naming (e.g., Williams, 2020).
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manually keeping these lists up-to-date a challenge
for mitigating their impact. In this paper, we widen
the scope of abusive detection online by demon-
strating a model for detecting both TERFs and nu-
anced TERF rhetoric on Twitter by analyzing their
tweets and community features.

Work in abusive language detection for social
media has become more widespread (Fortuna et al.,
2020; Zampieri et al., 2020), but more subtle forms
of hate speech such as dog whistles are notoriously
difficult to capture (Caselli et al., 2020). TERF

rhetoric directly falls into this category, as it con-
sists of a particular brand of transphobia that em-
ploys dog whistles and bad faith argumentation.
Prior work has only begun to address these sub-
tle form of offensive such as microaggressions
(Breitfeller et al., 2019; Han and Tsvetkov, 2020),
condescension (Wang and Potts, 2019; Perez Al-
mendros et al., 2020), and other social biases (Sap
et al., 2020). Our work identifying TERFs and their
rhetoric extends this recent line of research by fill-
ing the gap into an under-researched but important
area of transphobic hate speech.

We introduce the first computational method for
detecting TERF accounts on Twitter, which com-
bines information from user messages and network
representations. Using community-sourced data of
over 22K users, we show that social and content
information can accurately identify TERF accounts,
attaining a F1 of 0.93. To support identifying TERF

messages directly, we introduce a new dataset of
gender and trans-identity related messages anno-
tated for TERF-specific rhetoric, showing that de-
spite the challenging nature of the task, we can
obtain 0.68 F1. Together, these methods allow in-
dividuals to recognize and screen out the uniquely
transphobic rhetoric of TERFs.

This paper provides the following contributions.
First, little computational attention has been paid
to TERFs and transphobic speech in previous work
within the realm of abusive content detection. Our
model is the first to tackle the challenge of cap-
turing nuanced, transphobic rhetoric from TERFs,
and leveraging it to identify TERFs on Twitter. Sec-
ond, we introduce a new dataset for recognizing
TERF-specific rhetoric, allowing the community to
expand current efforts at combating abusive lan-
guage. Finally, acknowledging the dual use of NLP
(Hovy and Spruit, 2016), we consider the ethics
of deploying these technologies in the risks and
benefits of censuring versus allowing engagement

with TERFs, arguing for a balanced approach that
facilitates restorative justice.

2 TERFs in Online Spaces

Feminist ideals aim to promote women’s rights and
mainstream feminism is considered inclusive of
transgender women (Williams, 2016). However, a
small number of individuals claiming to be fem-
inists have taken an opposite stance, arguing for
transphobic views that push for biological essential-
ism and criticizing the notion of gender (Williams,
2020). This group was given the name “trans-
exclusionary radical feminists” or TERFs as a way
of separating their views. Drawing in part upon
feminist arguments in Raymond (1979), TERFs
argue that gender derives fully from the biologi-
cal sex, which is dependent on a person’s chromo-
somes and thus is binary and immutable (Riddell,
2006; Serano, 2016); it follows in their biological
reductivist reasoning that a transgender woman is
a man. As a result, TERFs frequently make claims
seeded with anxiety about the encroachment of
transgender women into women’s spaces and rights
(e.g., participation in sports or use of restrooms),
as well as the need for biological tests of gender
(Earles, 2019).2

For many TERFs, their rationale is embedded
with real but misdirected fear of violence against
and subjugation of women. Regardless, such harm-
ful rhetoric directly marginalizes and excludes
transgender women (Hines, 2019; Vajjala, 2020),
often invalidating their very existence. These ar-
guments frequently follow the subtle language of
microaggressions (Sue, 2010, Ch.2). TERFs them-
selves are also not a monolithic bloc; individuals
may vary in their stances towards transgender peo-
ple, from claiming to openly support them as a
separate group to radically opposing them and ar-
guing such identities themselves are flawed. While
all such attitudes are harmful, this range suggests
that some viewpoints could be changed.

Less prevalent in the United States and Canada,
TERFs within the United Kingdom hold an un-
fortunately mainstream position within feminism
(Lewis, 2019), with a notable proponent being J.K.
Rowling (Kelleher, 2020), author of the Harry Pot-
ter series. TERFs are present on multiple platforms;
TERFs maintained an active community of over

2We note that recent proponents of this ideology have
adopted the name “gender critical” but espouse the same of-
fensive beliefs of biological essentialism (Tadvick, 2018).
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64K users on the r/gendercritical subreddit, until
June of 2020, after which it was banned by Reddit
for the promotion of hate speech.

The presence of TERFs in online communities
represents a significant risk to transgender individ-
uals, as they perpetuate targeted harassment and
doxxing. Online spaces are particularly critical for
transgender individuals due to their role in facili-
tating the transition experience (Fink and Miller,
2014) and seeking social support during the com-
ing out process (Haimson and Veinot, 2020; Pinter
et al., 2021). As some individuals may not have
publicly come out to family and coworkers (but
do so online, potentially anonymously), targeted
harassment poses risks for some individuals (Kade,
2021). Potential interactions between TERFs and
transgender individuals can further marginalize in-
dividuals and reduce the perceived support.

3 A Dataset for Recognizing TERFs

As frequent targets of abusive language, transgen-
der individuals and their allies have curated lists of
known TERF users on Twitter in attempts to miti-
gate the harm they cause. These user lists form the
basis for our dataset, described next.

3.1 User Lists
Our ultimate goal is to identify TERF users and
their rhetoric. Prior work has shown that user-
created lists on Twitter are reliable signals of iden-
tity that can be used for classification tasks (Kim
et al., 2010; Faralli et al., 2015). Accordingly, we
collect curated lists from two communities, along
with a random sample of users as a control set.

First, TERFblocklist is a manually-curated list of
TERF accounts by trans women and activists. The
block list uses a third-party Twitter API web app,
Block Together,3 which enables users to screen
out content and interaction from users on share-
able, custom block lists. Potential additions to
this list are sent to the maintainer who verifies
the accusations of transphobia before they are
added. Through manual submissions, users identi-
fied 13,399 TERF accounts, which forms the basis
for our list of Twitter users who are TERFs.4

3As of June 2020, Block Together shut down but other
alternatives such as Block Party and Moderate have the same
functionality.

4We recognize that block lists are themselves products
of exclusion that can potentially include users who do not
have a particular view or identity. However, we still use such
lists here, as they have been curated by members of the trans
community we trust their judgments in who poses risks.

Category No. users No. tweets Description
TERF 8,631 13,508,673 TERFs

Trans-
friendly

14,827 1,291,908† Explicitly trans-
friendly

Control 11,510 33,573,308 Random En-
glish speakers

Table 1: Summary of the sizes of the datasets used in
these studies, reflecting only English-language tweets
per category. †Only up to 100 recent tweets were col-
lected for each user in the Trans-friendly category.

Second, as a direct response to TERFblocklist,
TERF users created a separate block list of their
own on Block Together, which contained 17,091
“transactivists and transcultists,” as a way of iden-
tifying users whom they could actively target or
selectively ignore. While initially designed for un-
ethical reasons (targeting users), this data forms the
basis for our list of trans-friendly users. Because
both TERF and trans-friendly users share high-level
themes in their discussion around transgender is-
sues, having representation of both groups is essen-
tial for ensuring that trans-friendly accounts are not
being mistakenly labeled as TERFs.

Third, as not all users discuss transgender issues,
we randomly sample 13,152 “control” English-
speaking users from the Twitter decahose in May
2020 and retain all users who are not on either of
the two blocklists. As some users had private Twit-
ter accounts, the final number of users in our corpus
is a subset of these original lists.

3.2 Linguistic and Social Data

For each user, we collect two types of data that
we hypothesize will capture whether they are a
TERF or not: tweet text and the user’s friends (i.e.,
the Twitter users they follow). While the text of a
tweet carries the most information about the stance
of the user, the people they follow are also strong
signals for both the community they are a member
of and what content they willingly engage with.
This task is particularly context-sensitive due to the
dog whistles employed by TERFs, and necessitates
both types of data.

Through Tweepy and the Twitter API, we col-
lect all recent (2019 onward) tweets from each user
in the TERF (13,508,673 tweets), trans-friendly
(1,291,908 tweets), and control (33,573,308 tweets)
groups and discard non-English tweets using the
language classifier of Blodgett et al. (2016) for la-
beling social media English. Due to API limitations
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when retrieving tweets, we keep only up-to-100
recent tweets for each user in the Trans-friendly
category to maximize the diversity in that sample,
without overrepresenting any one user. We also
collect the list of user IDs belonging to each user’s
friends using the Twitter API. At the time of collec-
tion, some users had taken their accounts private,
which prevented collecting all data. Table 1 shows
the statistics for our final dataset.

4 Building a TERF classifier

To recognize TERF users, we use a multi-stage ap-
proach that combines information from individual
messages on topics discussed by TERFs with social
features representing who they follow. Following,
we describe the three stages: how we (1) recog-
nize topics closely related to TERF rhetoric, (2)
identify individual messages likely to come from
TERFs, and (3) combine textual and social features
to detect TERF users themselves.

4.1 Identifying TERF Topics

Despite espousing harmful rhetoric, individuals
with TERF beliefs routinely engage in conversa-
tions about commonplace topics. As a result, train-
ing any TERF-specific classifier is likely to mistak-
enly pick up on idiosyncratic content not related
to TERF rhetoric. Therefore, in the first stage, we
build a topic model to identify content themes that
are related to TERF rhetoric and focus our later
analysis primarily on this content.

To identify potentially TERF content, we fit a
STTM topic model (Qiang et al., 2019), which
suits the brevity of character-limited tweets. Prior
to fitting the model, tweets are preprocessed to re-
move links and tokens under three characters and to
filter out tokens appearing in fewer than 10 tweets
or more than half of all, as these words are either
unlikely to be content words related to our target
construct or too rare to aid in topic inference. All
remaining tweets with four or more tokens are used
to fit the topic model. The number of topics is de-
termined using topical coherence and we vary the
number from 5 to 80 in 5-topic increments. Coher-
ence was maximized at 15 topics; following best
practice from Hoyle et al. (2021), a separate hu-
man evaluation was also done by the authors who
also found 15 topics resulted in the most-coherent,
least-redundant themes. As a robustness test, this
procedure was replicated three times in each con-
figuration to manually ensure that topical themes

Topic Top words
0 people like police country know trump illegal

think right state want border time iran years world
government going need america

2 labour brexit vote party people like think corbyn
deal leave want know voted election time tory
right boris tories remain

5 jesus like love people church life christ know lord
good world time think catholic bible christian
great right said family

8 like movie good think time people love know
watch great character best star film thing going
better movies shit story

9 women trans people male female gender
woman rights like think males know right want
girls spaces need biological lesbians females

14 twitter people like tweet know read think account
news time media video tweets good said youtube
right women article going

Figure 2: The most probable words for a sample of
topics learned from TERF tweets. Topic 9 (bolded)
reflects the content most likely to pertain to transgender
issues and contain transphobic messages.

were roughly consistent across runs.
All runs demonstrated a manually-identified

topic that contained content about trans women,
gender, and other common transphobic TERF talk-
ing points. The most-probable words for a sample
of topics are shown in Figure 2, where Topic 9
was identified by experts as most related to TERF-
related rhetoric. Across all content, approximately
7.4% of tweets from TERFs are from this topic,
compared to 4.3% for transgender individuals and
0.2% for individuals from the randomly-sampled
control group. The use of this topic by non-TERF

users underscores that the topic itself is broad and
not necessarily solely TERF rhetoric, but rather a
more general topic that includes material related
to gender and trans issues (both appropriate and
abusive). We refer to this topic as the trans topic in
later sections. Finally, we note that the topic mod-
els consistently identified topics relating to British-
specific content (e.g., Brexit), shown in Topic 2 in
Figure 2, underscoring the association of TERFs
with the UK (Hines, 2019; Lewis, 2019).

4.2 Classifying TERF-signaling Tweets

Using the topic model, the subsequently-identified
trans topic act as an initial feature for helping dis-
tinguish TERF users. To identify whether messages
with this topic are offensive, we fine-tune a lan-
guage model to identify trans topic tweets from
TERF users, using the topic as a weak label on
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whether the content is offensive—i.e., that content
from TERF users in this topic is likely to be of-
fensive, while content from others would not be.
We train a BERT model (Devlin et al., 2019) to
recognize whether a tweet with this topic came
from a known-TERF user versus a user in our con-
trol set, which includes transgender individuals,
their allies, and a sample of English-speaking users.
Because of the heuristic labeling of data, this clas-
sifier’s decisions are intended to act as features for
the downstream task of recognizing users, rather
than being designed for recognizing TERF rhetoric
(which is addressed later in §5).

Tweets were selected for the training set as fol-
lows. To avoid potential confounds from multiple
tweets from a single user, we partition users 90:10
into training and test sets.5 We added all TERF-
topic tweets across the three groups of training
users into the training set, so the model could learn
to distinguish when TERF-topic tweets came specif-
ically from TERFs. We also supplemented the cor-
pus with a sample of other tweets from non-TERFs,
in order to make the model more robust against
unrelated tweets. In total, this yielded 491,998
TERF-topic tweets from TERFs and 275,189 and
315,202 mixed topic tweets from the transgender
and control user sets, respectively, which reflect in-
offensive content in this topic. The BERT model is
fine-tuned for four epochs using AdamW (η=2e-5,
ϵ=1e-8) on a batch size of 32.

Results The classifier ultimately had high perfor-
mance on the test set, attaining an F1 of 0.98 on
identifying control tweets from non-TERFs and an
F1 of 0.96 on recognizing that a TERF-topic tweet
came from a TERF.6 Such tweets were labeled as
TERF 92% of the time, while signal tweets from
non-TERFs (which are supposed to be the most
difficult to distinguish) were labeled as TERF ap-
proximately 45% of the time. This result points
to strong linguistic differences in the language of
the two groups and that the BERT classifier can po-
tentially be useful for distinguishing the two user
types. However, the high false-positive rate for sig-
nal tweets from non-TERFs (i.e., those not espous-
ing such rhetoric) underscores the risks in using
single-tweet classifications alone to label a user
as a TERF; great care is needed to reduce the rate

5No hyperparameter optimization was performed, so no
development set was used.

6Throughout the paper, we use Binary F1 with the TERF-
related category as the positive class.

of false positives at the user label. We refer to
this classifier as the TERF-signal classifier in later
analyses.

4.3 Identifying TERF users

In the final phase, we aim to identify TERF users
themselves through their linguistic and social fea-
tures. While linguistic features such as those of our
BERT and STTM models identify TERF-related
content, extra-linguistic features of accounts can
also be powerful signals of the account type (Al Za-
mal et al., 2012; Lynn et al., 2019) and can even
help identify accounts known to engage in abusive
behavior (Abozinadah and Jones Jr, 2017). In par-
ticular, the social network aspect of Twitter allows
us to use particular frequently-followed accounts
as features—e.g., accounts by high-profile users
that promote TERF ideology. Following, we build
a classifier to identify these users using linguistic
and network features. Our ultimate goal is to help
supplement existing TERF user lists to mitigate the
users’ effect on the transgender community.

Experimental Setup Information on who a per-
son follows on Twitter is potentially informative
of their world view and what information they are
regularly exposed to. We encode a user’s social net-
work as a set of binary features corresponding to
whether the user follows specific accounts on Twit-
ter. We include features for (i) each of the thousand
most-followed users overall in our training data and
(ii) each of the thousand most-followed accounts
by users in our TERF list.

Our linguistic features combine different aspects
of the STTM and BERT models, computed over the
100 most-recent tweets from each user. Six features
are used: (1, 2) the mean posterior probability of a
tweet being from the trans topic and the max across
all tweets, (3) the percentage of tweets that are from
the transgender topic, (4) the mean probability of
a transgender-topic tweet being a signal tweet, (5)
the mean probability of a tweet in any other topic
tweet being a signal tweet, and (6) the maximum
probability of any tweet being a signal tweet.

A logistic regression model is trained on these
network and linguistic features using the same train
and test partitions in previous experiments to avoid
data leakage. To test the contribution of each fea-
ture type, we evaluate ablation models that reflect
using (i) only features from the STTM topic model,
(ii) only features from the signal classifier, (iii) all
the text-based features from the STTM and signal
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Model AUC Prec. Rec. F1
Random 0.50 0.18 0.53 0.27

LR Baseline 0.92 0.64 0.68 0.66
Topic Feats. 0.70 0.55 0.29 0.38
BERT Feats. 0.89 0.89 0.68 0.77

Topic & BERT Feats. 0.91 0.94 0.78 0.85
Network Feats. 0.95 0.92 0.80 0.86

All Features 0.98 0.96 0.90 0.93

Table 2: Performance at recognizing TERF accounts
from different feature types. The Logistic Regression
(LR) baseline was trained solely on unigram and bigram
features of the text; The All Features model does not
include the baseline’s lexical features, only those of the
non-baseline models.

models, and (iv) only the network features (no text-
related features). Finally, as a test for whether this
high-level aggregation is needed to improve perfor-
mance, we include a Logistic Regression baseline
trained on unigrams and bigrams from the concate-
nated messages of a user.7 Models are compared
with a random baseline.

Results The combined model was highly accu-
rate at identifying TERF accounts, attaining an F1
of 0.93 as shown in Table 2. Models trained on indi-
vidual feature categories outperformed the random
baseline, indicating they each contained meaning-
ful signals. Only the signal features and network
features were able to outperform the Logistic Re-
gression text-based baseline (p<0.01 using McNe-
mar’s test). However, the transgender topic features
still capture complementary information as the sig-
nal features, where combining them still improves
performance (p<0.01) over models trained on each
feature individually.

The social network features and combined-
linguistic features provided similar performance,
with network features outperforming slightly
(p=0.04). This network result suggests that many
TERF users actively engage in strategic social net-
working to the point that the users they follow are
reliable indicators of their underlying attitudes on
transgender issues. This high performance of net-
work features mirrors similar types of inferences
for social attitudes like political affiliation (Barberá
et al., 2015) and topical stance (Lynn et al., 2019).

Ultimately, the combination of all features was
essential for high performance and significantly im-

7Minimum ngram frequency was set to 50, with limited
hyperparameter tuning on the development set showing lower
performance for including higher-order ngrams or when using
a lower (25) or higher (100) minimum frequency threshold.

proved (p<0.01) over any individual feature type.
Performance gains over both feature types came
from increased Recall, which indicates that not all
TERF users engage in following prominent TERF

accounts or frequently share TERF rhetoric.
The act of classifying users as TERFs potentially

carries a risk of harm. While the model’s perfor-
mance is notably high, misclassifications can po-
tentially disenfranchise users who are mistakenly
labeled as TERFs—e.g., labeling an individual from
the transgender community as a TERF themself—
or lead to ostracizing. The best model’s perfor-
mance indicates that most errors are of omission,
not labeling a TERF as such, which we view as the
appropriate type of error to avoid the risk of harm.8

While the model is highly accurate, we explicitly
call for avoiding its use in fully automated settings,
e.g., automatically banning or censuring users; in-
stead, this classification tool is only meant to help
humans identify accounts among the huge search
space and then manually review such accounts.

Compared to users in the random sample portion
of our dataset, both TERFs and transgender individ-
uals likely have overlap in their topical content. As
a result, errors that are introduced through the topic
model and signal tweets could potentially bias the
model so that most false positive errors are made
for transgender users. However, examining the
false positive error rates shows that between these
groups, individuals from the random sample are
more likely to be labeled as TERFs (1.9%) versus
those in the trans-friendly group (1.3%), suggesting
the features are not biased due to shared topicality.

5 Recognizing TERF Rhetoric

When making transphobic statements, TERFs em-
ploy regular arguments that delegitimize the status
and inclusion of transgender women in the defini-
tion of woman. While recent work has aimed to
identify explicit slurs used against transgender indi-
viduals (Kurrek et al., 2020), the TERF rhetoric is
more subtle. However, the high performance of our
signal classifier (§4.2) indicates TERF users can be
accurately identified when discussing transgender
topics. Now, we test whether we can explicitly
recognize which statements contain harmful TERF

rhetoric. We first create a topically-focused dataset
of transgender-related content and label messages

8We also note that because these labels are derived through
public lists, we speculate that some noise may exist due to
misunderstanding or even users changing beliefs over time.
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by whether they contain a TERF rhetoric, and then
use this corpus to train classifiers.

Data and Annotation Data was sampled from
the transgender topic (§4.1) from a balanced num-
ber of TERF-identified, transgender, and control
users. Content labeled with the topic represents an
ideal dataset for recognizing TERF language, as it
focuses primarily on trans and gender-related dis-
cussion (not necessarily TERF-related) and likely
contains both TERF arguments and rebuttals to
TERF arguments.

The two authors first reviewed hundreds of mes-
sages as an open coding exercise to identify salient
themes used in TERF arguments. Salient categories
included (a) bad-faith arguments, (b) concerns
about transgender women competing in women’s
sports, (c) and biological essentialist exclusion of
transgender women; these three themes were suf-
ficient to cover all TERF arguments seen in the
reviewed data. Following the construction of the
categories, the authors completed two rounds of
training annotation where each independently la-
beled 50 tweets and then discussed all labels. Com-
ments were labeled as either (i) not TERF-related
or (ii) having any of the three different categories
of TERF rhetoric.

Annotators completed 580 items and attained
a Krippendorff’s α of 0.53, reflecting moderate
agreement. Disagreements often stemmed from the
difficulty of interpreting the intention of the mes-
sage. For example, the tweet “Gender is a form of
oppression, which only serves the patriarchy” could
be viewed through the lens of TERF rhetoric that
defines gender fully as a biological construct; alter-
natively, such a message could be promoting gen-
der fluidity and the rejection of hegemonic norms
of gender, which is not a TERF argument. Other
disagreements were due to ambiguity around sar-
casm or whether the perceived attack on women
was related to transgender issues. Disagreements
were adjudicated and ultimately 34.4% of the in-
stances were labeled as transphobic arguments in
the final dataset.

Experimental Setup Our task mirrors analogous
work on stance detection, which aims to identify
a user’s latent beliefs towards some entity, which
may or may not be present in the message. Recent
work has shown that pretrained language models
are state of the art for stance detection (Samih and
Darwish, 2021), so we test one such model here.

Model AUC Prec. Rec. F1
Random 0.50 0.23 0.54 0.32

Perspective API 0.52 0.45 0.43 0.44
Logistic Regression 0.63 0.17 0.08 0.11

RoBERTa 0.76 0.67 0.70 0.68

Table 3: Performance on recognizing TERF rhetoric.

Data was split into train, development, and test
sets using an 80:10:10 percent random partition-
ing. We test two models: a RoBERTa model (Liu
et al., 2019) initialized with the roberta-base
parameters and a Logistic Regression model. The
RoBERTa model was fine-tuned using AdamW
with ϵ=1e-8 and η=4e-5 and a batch size of 32;
the model was fine-tuned over 10 epochs, selecting
the epoch that performed highest on the develop-
ment data (#6). The logistic regression model used
unigram and bigrams with no minimum token fre-
quency due to the dataset size. We compare these
against a uniform random baseline and a competi-
tive baseline of a commercial model for recogniz-
ing toxic language, Perspective API using 0.5 as a
cut-off for determining toxicity.

Results The RoBERTa model was effective at
recognizing the rhetoric of tweets, attaining an F1
of 0.68 (Table 3), which is slightly above inter-
annotator agreement. This performance suggests
that the model is near the upper bound for per-
formance in the current data (due to IAA) and
that TERF rhetoric can be easily recognized by
deep neural models. In contrast, the simple lexical
baseline performed poorly and, surprisingly, below
chance. When viewed in contrast to a similar base-
line for recognizing TERF users in §4.3, this low
performance suggests that simple lexical features
alone are insufficient for recognizing TERF rhetoric
specifically due to their nuance, even if they may
be useful for identifying TERF users themselves
or identifying other kinds of more explicit hate
speech (e.g., Waseem and Hovy, 2016). The com-
petitive baseline of Perspective API was not able
to recognize the subtle offensive language of TERF

rhetoric, though it does surpass chance; as Perspec-
tive API is widely deployed, this result suggests
TERF rhetoric is unlikely to be flagged for review.

The RoBERTa model was robust to hard cases
such as paraphrased TERF arguments by non-TERF

as a rebuttal to strong rhetoric, which included the
language of the rhetoric itself. Examining the error
shows that the model struggled with cases where
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Label Pred. Tweet
TERF NOT Definitive signs of an unbearable human:

using queer as an umbrella category. That’s
it.

TERF NOT The ease with which women’s rights can be
sidelined by the government underscores
the vulnerability of those rights: we can’t
take anything for granted

NOT TERF Talking about gender “incongruence” as
well as dysphoria is never limited to the
body of the trans-identified person. They
describe misery within their gender roles.
Men are tired of demands for invulnerabil-
ity while women want to be looked in the
eye and spoken to like adults.

NOT TERF How do you know for sure Yaniv isn’t
trans? How does anyone tell whether some-
one is a “genuine” trans identifying male
and a predator?

Table 4: Examples of misclassifications by the model
for recognizing TERF rhetoric show false negatives from
subtle arguments (top two) and false positives likely-
innocuous questions (bottom two).

the interpretation of the message could be ambigu-
ous. Table 4 shows a sample of four misclassifica-
tions; the first two false negatives highlight subtle
arguments that the model misses, while the last two
suggest the model is overweighting arguments that
could appear to be made in bad faith. Overall, the
moderately-high performance suggests that TERF

rhetoric can be recognized but represents a chal-
lenging NLP task if deployed solely in a manner
designed to censure such content.

6 Values and Design Considerations

The computational tools developed in this paper in
§4 and §5 facilitate the detection of TERFs and their
rhetoric. To what end should these tools be used?
The majority of antisocial or toxic language detec-
tors are used punitively for censure or removal—
uses of toxic speech are removed from public visi-
bility and the transgressing individuals are poten-
tially subject to temporary suspensions or even ac-
count removals. Given that at their core, many
TERFs are feminists who are primarily concerned
with women’s rights and safety (albeit mistakenly
latching onto a biological essentialist definition of
“women”), we view the application and deployment
of our tools as an ideal ethical case study for alter-
natives to the traditional punitive uses of abusive
language detection. As NLP moves from focusing
on the language of bad actors to examining nuanced
discourse in a gray area, we must rethink how our

methods are deployed and what the ultimate goals
of such tools are: reconciliation and rehabilitation,
or potential radicalization through alienation.

Due to the political nature of a TERF detector,
it is worth critically examining such work through
contemporary lenses of “cancel culture” (Bouvier,
2020) and restorative justice (Braithwaite, 2002).
This work intends to provide a useful tool allowing
marginalized people in the trans community to cu-
rate their online experiences and avoid doxxing and
harassment at the hands of TERFs. However, ex-
amining its impact could raise concerns of censor-
ship or evoke the echo chambers of algorithmically-
constructed Facebook feeds—which we explicitly
acknowledge and seek to avoid.

“Cancel culture” is a contemporary form of os-
tracism that straddles online and real-world spheres
and often leads to material loss for the “cancelled”
(Bouvier, 2020). The phenomenon is largely puni-
tive and, combined with other forms of online cen-
sorship such as deplatforming, generates further
polarization; it pushes people away to be radical-
ized in remote spaces. Online moderation tools
have typically relied on these types of actions to
remove content (Srinivasan et al., 2019). While
community-level bans have been effective at re-
ducing harm without creating spill-over into other
communities (Chandrasekharan et al., 2017), such
actions still run the risk of removing the possibil-
ity of further engagement that leads to a change in
underlying views. Thus, we do not label people as
TERFs in order to silence or “cancel” them. Rather,
we consider it a tool to better engage, understand,
and ultimately find a path to reconciliation.

We reiterate that the methods outlined in this
paper should not supersede human judgment, but
rather be used in tandem to best inform the user.
It is worth being cautious of the fact that people
take AI models to be objective arbiters when in
reality, they can and do embed bias in many facets
(e.g., Sap et al., 2019; Ghosh et al., 2021). Such a
system should not be viewed as the end-all-be-all
in decision-making.

The ideal use-case of TERF detection should
be grounded within a framework of restorative
justice (Schoenebeck and Blackwell, 2021); in-
stead of punitive retribution, we seek rehabilitation
through mutual engagement, dialogue, and consen-
sus. Users should be able to decide how to engage
upon encountering a TERF guided by an assess-
ment of TERFs stance (e.g., transphobic severity)
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and whether they are equipped and able to put in the
labor of understanding and addressing their fears.

As potential next steps for deploying our models
in a manner to minimize risk, Kwon et al. (2018)
and Im et al. (2020) have proposed visual mecha-
nisms for displaying “social signals” of other indi-
viduals on social media to create an informed de-
cision about potential interactions; our tool could
easily lend itself to such mechanisms by identifying
users by their likelihood of being a TERF and also,
if the user is willing, to show content our model
has identified as being TERF rhetoric to assess their
stance. While promoting interactions between the
transgender community and TERFs poses risks, we
retain some optimism for establishing shared com-
mon ground to facilitate dialogue. Indeed, as our
topic model showed, the bulk of TERF users’ mes-
sage is not about transgender issues and much of
this content overlaps with that written by transgen-
der women; for those willing to engage, new NLP
methods could be used to (i) identify particular non-
confrontational topics to foster an initial dialogue,
(ii) suggest potential counterspeech, building upon
recent work on counterspeech for hate speech (Gar-
land et al., 2020; Mathew et al., 2019; Chung et al.,
2019; He et al., 2021), and (iii) analyze their state-
ments to identify those TERFs whose stances signal
they could be open to change (Mensah et al., 2019).

7 Conclusion

Online communities serve essential roles as places
of support and information. For transgender in-
dividuals, these spaces are especially critical as
they provide access to accepting and supportive
communities, which may not be available locally.
However, the public forums of social media can
also harbor less than welcoming users. Trans-
exclusionary radical feminists (TERFs) promote
a harmful rhetoric that rejects transgender women
as women, pushes an agenda that reduces gender to
biology, and seeks to invalidate transgender women
in policy and practice. As a result, transgender indi-
viduals and their allies have adopted technological
solutions to limit interactions with TERFs by man-
ually curating block lists, which require frequent
updating and currently rely only on self-reporting
to recognize those users who pose harm.

This paper introduces new datasets and models
for supporting the trans community through auto-
matically identifying TERF users and their rhetoric.
We present a new multi-stage model that identifies

salient themes in TERF users’ content and show that
these signals, when combined with social network
features, result in a highly accurate classifier (0.93
F1) that reliably identifies TERF users with mini-
mal risk of mistakenly labeling trans-friendly users
as TERFs, despite sharing similar content themes.
Further, we introduce a new dataset for directly
identifying the often-subtle rhetoric of TERFs and
show that despite the challenging task, our model
can attain moderately high performance (0.68 F1).
Together, these two tools can aid the trans commu-
nity in mitigating harm through preemptive iden-
tification of TERFs. All data, code, models, and
annotation guidelines will be available at https:
//github.com/lu-christina/terfspot.
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8 Ethics

Data Privacy Our data includes lists of Twitter
users who belong to marginalized categories, no-
tably transgender individuals. This data is obtained
from entirely public sources of Twitter lists and
is not directly maintained by the research team.
While we are not able to minimize the privacy im-
plications of this public data, the research team
took additional steps to maintain the privacy of the
data on our servers. Further, this data will only be
shared further to researchers who agree to ensure
future privacy and use the data in ethical ways.

Using TERF as a term The TERF acronym has
been considered by some to be a derogatory term
directed at a group of people and some have called
for the term not to be used (e.g., Flaherty, 2018).
While recognizing these views, we opt to follow
common scholarly practice and use the term. How-
ever, we took additional precautions when writing
to ensure that the framing of such users was from a
neutral point of view.

Do we need to predict TERF users? Labeling a
user as a TERF is a potentially risky act. Misclas-
sifications could lead to being socially ostracised
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by peers and increased mistrust. However, this
risk is offset, in part, by the risk of not developing
such technology. Transgender individuals actively
and manually identify TERF users to minimize
their interactions with such toxic content. However
this identification is labor intensive and (i) exposes
users to TERF content, increasing harm and (ii) is
likely to miss some users due to the scale of finding
TERF users on social media. As a result, inaction
increases the harm to transgender users. Recogniz-
ing this trade-off, we have performed additional
analyses to minimize the risk of false positive clas-
sifications of users as a TERF, showing that our
model has a low false positive rate (§4.3).

Who should be on a block list? Our models
are trained on community-curated block lists, with
a goal of helping individuals identify others who
might be engaged in harmful TERF rhetoric. Yet,
it is worth considering whether such actions poten-
tially perpetuate harm by minimizing discourse, in-
creasing polarization, or even serving as a “marker
of success” for antagonistic users to aim for. We
explicitly do not advocate automatically including
any user on a block list and, instead, as outlined
in §6, argue for more nuance and consideration in
how users apply this technology. We view an ideal
application of our model as one that allows each
person to define their own comfort level in expo-
sure and engagement in an informed manner. Our
tool can serve as a social signal to help others guide
their decision but should not be taken as ground
truth for blocking anyone.

Dual-use Risks Many NLP methods, including
those presented here, have dual-use for good and
bad purposes. Our models could be used to de-
ployed to identify and “cancel” TERF users, cut-
ting them off from the larger social media com-
munity. Further, TERF users could use our mod-
els adversarially to test how their own accounts
are classified and systematically change their be-
havior to avoid future detection. Yet, in our set-
ting, the technology offers substantial benefits for a
marginalized group, transgender individuals, who
have been overlooked by NLP methods for iden-
tifying transgender-targeted content. Our models
augment their ability to identify TERF users and
use this knowledge as they see fit. Given the harm
faced by transgender individuals, we view the ben-
efits as substantially outweighing risks.
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