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Abstract
We present the joint contribution of IST
and Unbabel to the WMT 2022 Chat Trans-
lation Shared Task. We participated in
all six language directions (English ↔
German, English ↔ French, English ↔
Brazilian Portuguese). We addressed the lack
of domain-specific data with a lightweight
adaptation approach, using mBART50, a large
pretrained language model trained on millions
of sentence-pairs, as our base model. We fine-
tune it using a two-step fine-tuning process. In
the first step, we fine-tune the model on pub-
licly available data. In the second step, we
use the validation set. After having a domain-
specific model, we explore the use of kNN-MT
as a way of incorporating domain-specific data
at decoding time.1

1 Introduction

In recent years, neural machine translation (NMT)
has seen remarkable advances due to the increas-
ingly powerful models (Sutskever et al., 2014; Bah-
danau et al., 2015; Vaswani et al., 2017). The trans-
lation of conversational text is an important and
challenging application for machine translation,
specially in the customer support domain, since
international companies have an increasing need to
offer customer support in various languages. How-
ever, this domain has not been substantially ex-
plored in machine translation research.

In the Chat Translation shared task, the goal is to
understand the context’s impact in conversational
text translation, and to study the feasibility of multi-
lingual systems for customer support translation.
This year, the focus was on the case in which we
have a centralizing costumer support with English
speaking agents and a translation layer between
agent and costumer, allowing the communication
with customers which speak different languages.

∗Equal contribution.
1The code was based on: https://github.com/

deep-spin/efficient_kNN_MT.

In this paper we discuss our submission to this
task. Our submitted system covers all 3 lan-
guage pairs: English-German, English-Brazilian
Portuguese, and English-French, in both directions:
we translate the agent utterance from English to
the other language and the customer utterances
from the other language to English. As no train-
ing data is provided for this task, we recur to the
use of the pre-trained multilingual machine trans-
lation model mBART50 (§2.1; Tang et al. (2020))
and perform domain adaptation through fine-tuning
(§2.2) with domain-specific data and by retrieving
similar examples from domain-specific datastores
(§2.3). To increase the size of training examples
that can be used to fine-tune the model and to create
the domain-specific datastore we search for similar
examples on publicly available datasets (§3.1) and
perform back-translation of the provided monolin-
gual data (§3.2).

2 Models

In this section, we describe the model that we used
to tackle this shared task. We start by describing
the base model. Then, we describe the techniques
used to adapt the base model to customer support
chat translation.

2.1 Base Model

As our base model, we use the mBART50 (Tang
et al., 2020) “one-to-many” (English to 49 other
languages) or “many-to-one” (49 languages to
English), depending on the language direction.
mBART50 can translate sentences between En-
glish and 49 different languages, which include
the languages present in this shared task (Ger-
man, French and Brazilian Portuguese). It consists
of a pre-trained encoder-decoder transformer that
is first pretrained on a auto-denoising task with
monolingual data from 25 languages (mBART; Liu
et al. (2020)) and then further pre-trained on an
extended set of monolingual data that comprises
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50 languages. Then, to adapt the model to perform
machine translation, Tang et al. (2020) performed
multilingual fine-tuning on machine translation, us-
ing data from the 50 supported languages. For this,
they used three different configurations: “one-to-
many”, “many-to-one”, and “many-to-many”. The
first two are obtained by fine-tuning the model with
the bilingual data, having English as the source or
target language, respectively. The latter is obtained
by fine-tuning the model with all the language pairs
combinations (using English as the pivot language
to obtain the bilingual data).

2.2 Fine-tuning
We performed a two-step fine-tuning process. First,
we fine-tuned mBART50 on the domain-specific
data that was obtained using data augmentation
(§3.1). Then we performed a second step of fine-
tuning using the validation sets provided by the
shared task organization.

2.3 Nearest Neighbor Machine Translation
To further adapt mBART50, we use the nearest
neighbor machine translation approach, kNN-MT,
introduced by Khandelwal et al. (2021). kNN-MT
consists of a semi-parametric model: besides hav-
ing a parametric component (base model) that out-
puts a probability distribution over the vocabulary,
pNMT(yt | y<t,x), it also has a nearest neighbor
retrieval mechanism, which allows direct access to
a datastore of examples.

More specifically, we build a datastore D which
consists of a key-value memory, where each en-
try key is the decoder’s output representation,
f(x,y<t) ∈ Rd, and the value is the correspond-
ing target token yt:

D = {(f(x,y<t) , yt) ∀ t | (x,y) ∈ S} , (1)

where S denotes a set of parallel sentences.
Then, at inference time, the model searches the

datastore to retrieve the set of k nearest neighbors
N . Using their distances d(·) to the current de-
coder’s output representation, we can compute the
retrieval distribution pkNN(yt | y<t,x) by apply-
ing the softmax function:

pkNN(yt | y<t,x) = (2)∑
(kj ,vj)∈N 1yt=vj exp (−d (kj ,f(x,y<t)) /T )∑

(kj ,vj)∈N exp (−d (kj ,f(x,y<t)) /T )
,

where T is the softmax temperature, kj denotes the
key of the jth neighbor and vj its value. Finally, the

two probability distributions, pNMT(yt | y<t,x)
and pkNN(yt | y<t,x), are combined to obtain the
final distribution, which is used to generate the
translation through beam search, by performing
interpolation:

p(yt | y<t,x) = (1− λ) pNMT(yt | y<t,x) (3)

+ λ pkNN(yt | y<t,x),

where λ ∈ [0, 1] is a hyper-parameter that controls
the weights given to the two distributions.

2.3.1 Using Two Datastores
As we use data from multiple sources (described
in Section 3), we adapt kNN-MT to perform re-
trieval from two datastores which are composed
of examples from different datasets. To do this,
we simply need to perform retrieval from the
two datastores obtaining two retrieval distributions,
pkNN1(yt | y<t,x) and pkNN2(yt | y<t,x), com-
puted using Eq. 2.

Then, we need to modify the distributions inter-
polation (Eq. 3) to account for three distributions:

p(yt | y<t,x) = (1−λ1 −λ2) pNMT(yt | y<t,x)
(4)

+ λ1 pkNN1(yt | y<t,x)

+ λ2 pkNN2(yt | y<t,x),

where λ1 ∈ [0, 1] and λ2 ∈ [0, 1] are hyper-
parameters that control the weights given to the
three distributions.

3 Data

The data provided by the shared task organization
is part of a corpus called MAIA corpus. It consists
of parallel data of chats between an agent (English)
and a customer (Brazilian Portuguese, German or
French) across one domain: customer support con-
versation. Thus, there are a total of 6 translation
directions. One of the main obstacles of this do-
main is the lack of parallel data publicly available.
To make the task closer to a real case scenario, the
shared task organization has only provided bilin-
gual validation sets and monolingual data, for all
languages.

As already mentioned, finding parallel data for
this specific domain is challenging. The only ex-
ception is the dataset from WMT 2020 Shared Task
on Chat Translation (Farajian et al., 2020). Unfor-
tunately, it only contains two translation directions:
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Language Direction Original dev set New training set New dev set

en-de 1006 528 478
en-fr 1750 894 856
en-pt_br 1353 668 685
de-en 1103 519 584
fr-en 1003 466 537
pt_br-en 1006 469 537

Table 1: Statistics (number of sentences) of the development sets provided by the shared task organization, and of
the new development and training sets after splitting it in two.

Language Direction Number of Sentences

de-en 203,169,413
fr-en 471,885,306
pt_br-en 192,874,694

Table 2: Statistics (number of sentences) of the public
available data in OPUS.

English to German and German to English. There-
fore, to circumvent the lack of domain-specific data
available to fine-tune the model and to add to the
datastores, we perform data augmentation (§3.1)
and back-translate the monolingual data provided
(§3.2).

3.1 Data Augmentation

As the domain-specific data available is limited
to the provided bilingual development sets and
monolingual sets, we perform data augmentation
to create training sets. To do so, we use LaBSE
(Language-Agnostic BERT Sentence Embedding)
(Feng et al., 2020) multilingual sentence represen-
tations. In order to perform data augmentation we
also use the k-nearest neighbours (kNN) implemen-
tation of the FAISS toolkit (Johnson et al., 2019).

We start by defining a seed corpus (which in
our case is the validation set) and a pool corpus
(generic data). Then, we use LaBSE to compute
the sentence embeddings. After having the sen-
tence embeddings, we built an in-house kNN im-
plementation that relies on FAISS to compute the
similarity among all sentences, obtaining a score
between 0 (no similarity) and 1 (maximum similar-
ity). Then, we keep the sentence-pairs with a score
higher than 0.7.

3.1.1 Data Selection

Regarding data selection, we use all possible
datasets publicly available in OPUS (Tiedemann,
2012) to create our pool of public data. Statistics
can be find in Table 2.

Language Direction Number of Sentences

en-de 6494
en-fr 3311
en-pt_br 2010
de-en 6874
fr-en 1929
pt_br-en 1657

Table 3: Statistics (number of sentences) of the back-
translated data.

3.1.2 Data Cleaning
After having downloaded all data, we perform data
cleaning. To do so, we used a combination of
heuristic filters and Bicleaner (Sánchez-Cartagena
et al.; Ramírez-Sánchez et al., 2020). Bicleaner is
a tool that detects noisy sentence-pair in a parallel
corpus. It outputs the likelihood of two sentences
being a mutual translation (in this case the value is
near 1) or not (the value is near 0). We could have
trained our own Bicleaner models but we decided to
use the available ready-to-use language packages.

3.2 Back-translation

To increase the amount of domain-specific data,
we also use the monolingual data provided by the
shared task organizers. To do so, we performed
back-translation of these datasets with best fine-
tuned model using beam-search with 5 beams. The
statistics are reported in Table 3. To perform back-
translation we used ours models fine-tuned. We use
the back-translated examples both for fine-tuning
our models and as part of the datastores.

4 Experiments

In this section, we describe the experiments we
made, to allow us to choose the best model to sub-
mit to the shared task.

4.1 Experimental Settings

The shared task organization provided two different
baselines: one leveraging the conversation context
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Model Language Direction

en-de en-fr en-pt_br

SacreBLEU COMET SacreBLEU COMET SacreBLEU COMET

Baseline (without context) 35.11 0.3989 54.23 0.8011 50.35 0.7897
Baseline (with context) 33.75 0.3755 53.95 0.8013 51.02 0.8721
kNN-MT 52.20 0.5873 61.20 0.9032 48.80 0.9398
Fine-tuned Model 62.50 0.7289 71.60 1.0485 67.80 1.1285
Fine-tuned Model + kNN-MT (1 datastore) 62.70 0.7351 71.60 1.0324 68.10 1.1330
Fine-tuned Model + kNN-MT (2 datastores) 61.30 0.7334 72.00 1.0495 68.10 1.1356

Table 4: Results obtained for the agent direction (en -> X).

Model Language Direction

de-en fr-en pt_br-en

SacreBLEU COMET SacreBLEU COMET SacreBLEU COMET

Baseline (without context) 45.75 0.5421 47.12 0.6413 44.52 0.5887
Baseline (with context) 47.13 0.6253 48.25 0.6855 47.29 0.6475
kNN-MT 57.70 0.8617 52.70 0.8390 50.90 0.7984
Fine-tuned Model 59.40 0.8811 57.70 0.9250 50.10 0.8117
Fine-tuned Model + kNN-MT (1 datastore) 59.20 0.8760 57.40 0.9277 50.90 0.7984
Fine-tuned Model + kNN-MT (2 datastores) 58.70 0.8814 57.20 0.9226 51.80 0.8009

Table 5: Results obtained for the customer direction (X -> en).

and another one that does not. Both of them use the
M2M-100 (Fan et al., 2020) large pre-trained lan-
guage model, which is originally a sentence-level
model. Together with the baselines, the shared
task organizers provided scripts to rerun the experi-
ments using conversational context, which we did
for our small test set.

As no training data was provided by the organi-
zation, we splitted the validation set into two. We
used one of them as our validation set and the other
was used to fine-tune the models and to perform
kNN-MT. We report the data sets statistics in Ta-
ble 1. We took into consideration the fact that we
are dealing with conversations, and thus, we do not
split conversations, i.e., we do not perform segment
filtering that might break a conversation context.

We implemented all the models by the open-
sourced toolkit fairseq (Ott et al., 2019).

Although mBART50 supports multilingual train-
ing, we trained each language direction separately.
We started by fine-tuning mBART50 with the data
obtained with the data augmentation process (§3.1),
the data from WMT2020 Chat Translation shared
task, and the back-translated monolingual data
(§3.2). Then, we continued the fine-tuning step
using the the training set of the shared task.

To perform retrieval we use 2 datastores hav-
ing the first datastore the data from the validation
sets and the second one the data obtained with

Hyper-Parameter Value

Learning Rate 0.00003
Warmup updates 16000
Label Smoothing 0.2
Optimizer Adam
β1, β2 0.9, 0.98
Weight Decay 0.1
Dropout 0.1
Clip Norm 5
Batch Size 256 (tokens)

Beam Size 5
kNN-MT k 8
kNN-MT temperature 10
kNN-MT λ1 0.1
kNN-MT λ2 0.1

Table 6: Fairseq Hyperparameters for our experiments.
The first block gives the base settings used for fine-
tuning mBART50 and the second block provides the
details for the kNN-MT.

the data augmentation process (§3.1) and the back-
translated monolingual data (§3.2).

The selected values for hyperparameters are
stated in Table 6. To evaluate the performance
of our models we used SacreBLEU (Post, 2018)
and COMET (Rei et al., 2020).

4.2 Results

We tested multiple configurations for kNN-MT:
using only one datastore with the validation data or
using two datastores with different values for the
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parameters that control the weight given to each
distribution (λ1 and λ2), changing the number of
neighbours retrieved, and the softmax temperature.

The results reported in Tables 4 and 5 show that
performing fine-tuning of mBART50 on domain-
specific data leads to large gains for all language
pairs, for the two metrics. We can also see that,
despite leading to worse scores than fine-tuning,
simply retrieving examples from domain-specific
datastores, using kNN-MT, leads to considerable
gains when comparing with the baselines. More-
over, using kNN-MT with the fine-tuned model as
the base model, leads to small gains on most lan-
guage pairs, for the agent direction (English→X).
For the customer direction (X→English), the re-
sults are very similar to the ones obtained without
retrieval. When comparing with using 1 datastore
(only with the validation data), using 2 datastores
leads to small improvements, which suggests that
the gains led by performing retrieval are due to the
data coming from the validation sets.

In terms of speed, kNN-MT model requires re-
trieval for every single token, leading to a low de-
coding speed, around 8 times slower than a model
that does not perform retrieval steps according to
(Martins et al., 2022). Although, it is important
to take into consideration that the time the model
takes to add examples to the datastores is much
shorter than the time needed to fine-tune the model.

Due to the repetitive nature of dialogues in
customer service conversational content, we can
see that by using only a few thousand domain-
specific bilingual sentence-pairs together with out-
of-domain sentence-pairs (selected using the data
augmentation process), we are able to improve the
performance of the baselines by a large margin. By
analysing these experiments’ results, we selected
the model that combines fine-tuning and kNN-MT
(with 2 datastores) as our primary submission. For
the submission, we performed fine-tuning again us-
ing the complete development sets, and also added
the entire development sets to the kNN-MT datas-
tores.

5 Conclusions

We presented the joint contribution of IST and Un-
babel to the WMT 2022 Chat Translation shared
task. First, we perfomed fine-tuning of a large
pretrained model, mBART50. Then we perfomed
kNN-MT using multiple datastores to incorporate
domain-specific data at decoding time. Through

experiments we show that the combination of the
proposed methods is a good way of performing do-
main adaptation when we have few domain-specific
data available.

As we are dealing with conversational content it
would be interesting to incorporate context infor-
mation. Unfortunately the few experiments that we
have performed using context did not improve the
performance of our models. As future work, one
interesting line of research is how to incorporate
the context information together with augmented
retrieval approaches. These can be complementary
to each other leading to translation quality improve-
ments.
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