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Abstract

This paper presents the submissions of Huawei
Translation Services Center (HW-TSC) to
WMT 2022 Word-Level AutoCompletion Task.
We propose an end-to-end autoregressive
model with bi-context based on Transformer to
solve the current task. The model uses a mix-
ture of subword and character encoding units to
realize the joint encoding of human input, the
context of the target side and the decoded se-
quence, which ensures full utilization of infor-
mation. We use one model to solve four types
of data structures in the task. During training,
we try using a machine translation model as
the pre-trained model and fine-tune it for the
task. We also add BERT-style MLLM data at
the fine-tuning stage to improve model perfor-
mance. We participate in zh—en, en—de, and
de—en directions and win the first place in all
the three tracks. Particularly, we outperform
the second place by more than 5% in terms
of accuracy on the zh—en and en—de tracks.
The result is buttressed by human evaluations
as well, demonstrating the effectiveness of our
model.

1 Introduction

In recent years, machine translation quality has
improved significantly with advances in model ar-
chitecture (Sutskever et al., 2014; Bahdanau et al.,
2014; Gehring et al., 2017; Vaswani et al., 2017),
bilingual data availability, as well as data augmenta-
tion strategies (Liu et al., 2016; Freitag et al., 2017;
Johnson et al., 2017; Zhang et al., 2018; Edunov
et al., 2018; Wu et al., 2019; Li et al., 2019). In
scenarios where machine translation is used to fa-
cilitate understanding, machine translation outputs
can basically satisfy audience’s demands. However,
in areas where translation quality is crucial (such
as translating product manual, patent description,
etc.), post-editing is required. Techniques to im-
prove post-editing efficiency are meaningful and
necessary. Researches (Barrachina et al., 2009;

Green et al., 2014; Knowles and Koehn, 2016;
Santy et al., 2019) in this regard falls into this cate-
gory of computer-aided translation (CAT).

Word-Level auto Completion, as a new task
in WMT?22, fall into this category as well. This
task aims at auto-completing a target word given a
source sentence, translation context, and a human-
typed character sequence, so as to improve post-
editing efficiency. Li et al. (2021) define the task
in detail, offer comprehensive analysis and provide
a baseline system.

For this task, we choose the subword-level mod-
eling strategy (Kudo and Richardson, 2018). Com-
paring with word-level modeling, this strategy en-
ables the usage of pre-trained models from other
mainstream tasks, and solves the out-of-vocabulary
(OOV) issues at the same time. As human-typed
input is just several characters of the target word,
the input is not suitable for subword segmentation.
We use character-level encoding instead. Our fi-
nal submission is an autoregressive model with
bi-context, ensuring mixed encoding of characters
and subwords.

In view of the possible discontinuity between the
context and human-typed inputs in the target-side
text, we use tags to wrap the inputs, and then en-
code jointly with the context, in conjunction with
the autoregressively decoded pre-token sequence.
The joint coding maximizes the usage of infor-
mation without introducing additional RNN (Cho
et al., 2014) or vocabulary reduction modules.

During training, we use a standard machine trans-
lation model as the pre-trained model, and fine-tune
it for this task. We then add BERT-style Mask Lan-
guage Model (MLM) (Devlin et al., 2018) data in
the fine-tuning stage to enhance the language model
capabilities of the decoder, thereby improving the
overall model performance.

The inference mechanism is different from that
of traditional NMT. In general, the entire decoder
sequence must be used for encoding each token,
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Figure 1: The input representation of our model’s decoder. Cj ¢+ and Cy.;gp; are the context. Es, E,, E, are the char
embedding of human input "spe". <TIP> is the separator for human input and left context. <SEP> is the separator
for human input and decoded sequence. <MASK> represents the potenial target word in this translation context.

which reduces the inference performance to a cer-
tain extent. However, given the model’s parallel
ability and the short decoding sequence (the num-
ber of subwords in a word), this issue is not very
serious for this task and this strategy is applicable
for practical use. Figure 1 shows the input repre-
sentation of our model’s decoder.

We submit results for three language directions.
All of them achieve the highest accuracy. Our
Zh—En and En—De submissions even outperform
the second place by 5% in terms of accuracy, and
get a good lead in human evaluation, demonstrating
the effectiveness of our strategy.

2 Data Processing

Zh—En data for this task comes from UN V1.0
(about 15.9M) and En<»De data comes from
WMTI14 (about 4.5M). The task allows the use
of additional monolingual data, but we add no addi-
tional data on the zh-en track given the amount of
bilingual data available. An additional 24M mono-
lingual data is used for the En-de track, and the
data comes from the WMT news task as well. we
generate synthetic parallel data by sampling BT
(Edunov et al., 2018) for the En—De track and
by beam BT for the Dn—En track. The specific
reasons will be given later.

We follow basic strategies to cleanse the data, in-
cluding: deduplication, garbled character filtering,
XML conversion, and fast-align(Dyer et al., 2013),
etc. The data sizes before and after data processing
are shown in table 1.

As for subword, we employ sentencpiece on
Zh—En track, and set the vocabulary size to 36k.
On En—De track, we use the BPE algorithm, and
set the vocabulary size to 32K.

Lang-Pair Origin Cleaned
Zh-En 15.9M 15.5M
En-De 4.5M 4.3M

Table 1: Overview of training para data.

Figure 2: The joint encoding of context and human
input.

3 System design

In this chapter, we introduce the model structure,
training strategy, inference strategy and correspond-
ing data generation strategy used for this task. Our
model is based on the encoder-decoder architecture
of the standard Transformer.

3.1 Model Structure

We use Transformer as our model architecture. For
convenience, we only use a 25 encoder layers and
6 decoder layers deep model. The parameters of
the model are the same as Transformer-big. We
just change the post-layer-normalization to the pre-
layer-normalization (Sun et al., 2019), and increase
the number of encoder layers to 25.

3.2 Modeling Units

In general, we use a mixed encoding strategy that
encoding subword-level and character-level infor-
mation at the same time. To be more specific, the
model conducts subword-level encoding on source
and target context information, and character-level
encoding on human-typed input, as it is just several
characters of a word. Apparently, the model can
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target word: specialists
target token: _spec ial ists

_we _asked <tip>spe
_we _asked <tip>s p e <sep>_spec

_we _asked <tip>s p e <sep>_spec ial
_we _asked <tip> s p e <sep> _spec ial ists <mask> _their _opinions --><eow>

<mask> _their _opinions -->_spec
<mask> _their_ _opinions --> ial
<mask> _their_opinions --> ists

Figure 3: The process of data generation.

encode the two types of information at the same
time.

3.3 Joint Encoding

In the above chapter, we discussed our modeling
granularity for context and human-typed input. Ac-
cording to the settings of the task, context informa-
tion and human-typed input information may be
discontinuous. Here we insert the tag <tip> before
and after the tip to wrap the human-typed input to
distinguish the two. Schematic diagram is shown
in Figure 2.

The context and human-typed input of the trans-
lation test can be jointly encoded, which ensures
the maximum usage of information.

3.4 Autoregressive Decoding with Bi-context

In the task, there are four types of data: left-context,
right-context, zero-context and bi-context. If we
use four models to process these four types of data,
the problem can be solved, but the task will be
complicated. Instead, we can regard the first three
types as special cases of the last type, so we directly
design an autoregressive decoding strategy with bi-
context, and use a single model to process all types
of data.

To be more specific, decoding is performed with
Mask token as the anchor point. The encoder en-
codes the source-side text. The mask, in conjunc-
tion with context and human-typed input, is en-
coded at the decoder side to predict the first sub-
word of the target word. The first subword (pre-
token) will be encoded as well. Then the model
continues to use the mask for decoding until a com-
plete word is decoded. The overall architecture
diagram of the model decoder is shown in figure 1.

Here are two points: 1. The mask token re-
places the second tip described in the previous sec-
tion. The mask token is capable of distinguishing
the human-typed input from other information and
masking at the same time. 2. The newly added
<sep> tag is responsible for distinguishing between

human-typed input and decoded pre-token informa-
tion.

3.5 Data Generation

Based on our previous coding strategy for various
types of information, we first use the script pro-
vided by the organizer to generate word-level train-
ing data. Then, we use the subword-level model to
perform subword processing on the source text and
translation context. Regarding the target word, we
add a tag <eow> at the end of word after subword
segmentation. Assuming that the number of sub-
words is N, we generate N sets of training data to
simulate the entire autoregressive process. We call
the data as WLAC (Word Level Auto Completion)
data to distinguish it from terms. A case study of
the generation is show in Figure 3.

In the process of generating data, we also add
some rules to improve efficiency. We remove sen-
tences with too short target words or too long
human-typed input by a given probability. In addi-
tion, we keep only 1/10 of the training samples of
eos that predict the end of the sentence.

In order to effectively validate the performance
of the model during training, we generate a test
set using the same strategy. WMT19 news test is
used for the Zh—En track, and WMT14 new-test is
used for En<+De tracks. We do not use a filtering
strategy when generating the test set.

4 Experiment

During the experiment, we first build a baseline
based on the MT model in order to measure our
model’s performance more accurately. After that,
in the training process, we adopt several strategies
to improve the model performance, that is, fine-
tuning a MT model and introducing BERT-style
MLM data. Validation and debugging of these
strategies are done on the Zh—En track. We use
the finally determined strategy to train models for
other tracks.
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Lang-Pair Baseline MT-tune Mix-tune Average Ensemble WMT22
zh-en 62% 74% 77.19%  78.69% 78.96%  59.40%
en-de - dvivied 81.79%  82.86% 82.80%  62.06%
de-en - - 77.83%  79.05% 7977%  63.82%

Table 2: The main results of our experiments. MT-tune refers to using WLAC data to fine-tune a standard MT
model. MLM-Mix-tune refers to using WLAC and BERT-style MLM data to fine-tune the MT model.

4.1 Baseline based on the MT Model

First, we consider whether the current task can be
solved by directly relying on the outputs by an MT
model trained with bilingual data. By doing so, we
lower the requirements of this strategy and regard
a case as correct as long as the predicted word
appears in the MT result.

We obtain an accuracy of 62.5% on the Zh—En
track by using the above-mentioned approach. We
use this as a benchmark for optimization. If our de-
signed strategy cannot exceed this level of accuracy,
the strategy fails.

4.2 MT Model Finetune

After obtaining the baseline MT model, we then
fine-tune it using the generated WLAC data. It
should be noted that the self-attention layer of the
standard NMT model’s decoder does not have the
ability to generate attention to the right, and our
decoder is a mask-based prediction model, so we
need to break this limitation. This is also a gap
between the two tasks.

4.3 BERT-Style MLM Data Fine-tune

In the fine-tuning stage on the basis of a MT model,
through analyzing each type of data, we find that
the the accuracy of prefix is higher than that of the
suffix. We assume this is because there is no right-
side information during the training a pre-trained
NMT model. As a result, the model may learn
right-context less efficiently than the left-context.
According to the task setting, the context of the
target side is an incomplete fragment and is given
randomly. At the same time, tips are not necessarily
continuous, so the overall translation is relatively
confusing. Source-side information is important
so we deepen the number of encoding layers. In
addition, using the mask as the decoding anchor
causes the decoder to change from the standard
language model mode to the mask language model
mode. To address these issues, we add a same
proportion of BERT-style MLLM data with source-
side information. Given the availability of original

text, we enlarged the probability of the mask to
25%.

4.4 Average and Ensemble

Finally, we adopt commonly used strategies to im-
prove the model performance, including averaging
and ensemble, and we find that both of the strate-
gies lead to performance improvement. Particu-
larly, averaging brings significant improvement.

5 Result and Analysis

Due to time restriction, we only conduct detailed
comparison experiments on the Zh—En track.
En«>De tracks simply follows the final strategy we
apply to the Zh—En track. The results are shown
in Table 2.

First of all, the performance of the MT baseline
we trained is very poor, indicating that the MT task
is not well adapted to the current task. So we give
up the idea of using the MT results to enhance the
model performance.

After our constructed WLAC data is added, the
model performance improves by nearly 12 points,
indicating the effectiveness of our strategy. But it is
worth noting that the En—De model does not con-
verge after adding the ST/BT data. We assume that
the quality of the ST data is not good. In addition,
the target-side of WLAC data is confusing, result-
ing in training failure. So for the De—En model,
we directly generate BT data based on beam search
to avoid the issue.

After MLM data is added, we again obverse
a significant improvement. The accuracy on the
Zh—En reaches 77.19%. The En—De model,
which was not converged at the previous stage,
gains an accuracy of 81.79%. The results support
our assumption that MLM data can enhance the lan-
guage model ability of the decoder, while avoiding
noise interference from the source-side text.

In the end, model averaging leads to improve-
ments on all three tracks, and the improvement is
more significant than ensemble. Ensemble leads to
significant improvement on the De—En track but
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limited improvement on the other two tracks. We
assume this is because the De—En model is not
sufficiently trained due to time restriction.

6 Conclusion

In this paper, we detail our team’s participation in
the WMT22 word-level AutoComplete task. We
first analyze the input and output, as well as chal-
lenges in this task. We notice that the modeling
granularity of human-typed input and context in-
formation are different. Therefore, we propose
modeling human-typed input at character-level and
modeling context information at subword-level, ex-
plicitly distinguishing and jointly encoding the two,
thereby maximizing information usage in the en-
coding stage. At the same time, there is a semantic
discontinuity between context and human-typed
input. We add tags to differentiate the two. Fi-
nally we propose an autoregressive model with
bi-context to process four types of data at the same
time. During training, we use an NMT model as
the pre-trained model and fine-tune it for this task.
BERT-style MLLM data is also introduced to im-
prove the model performance, and at the same time
to solve the single-direction decoding issue of the
self-attention model. In the end, our models are
well adapted to the task and gain safe leads in both
automatic and human evaluations.
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