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Abstract

We present our submission to the structured
document translation task organized by WAT
2022. In structured document translation, the
key challenge is the handling of inline tags,
which annotate text. Specifically, the text that
is annotated by tags, should be translated in
such a way that in the translation should con-
tain the tags annotating the translation. This
challenge is further compounded by the lack
of training data containing sentence pairs with
inline XML tag annotated content. However, to
our surprise, we find that existing multilingual
NMT systems are able to handle the translation
of text annotated with XML tags without any
explicit training on data containing said tags.
Specifically, massively multilingual translation
models like M2M-100 perform well despite
not being explicitly trained to handle structured
content. This direct translation approach is of-
ten either as good as if not better than the tra-
ditional approach of “remove tag, translate and
re-inject tag” also known as the “detag-and-
project” approach.

1 Introduction

Neural machine translation (Bahdanau et al., 2015)
using transformers (Vaswani et al., 2017) is gradu-
ally beginning to reach a saturation point in terms
of translation quality for major languages like En-
glish, French, Japanese, Chinese (Fan et al., 2021).
Most existing work focus on the translation of
plain text, where the sentence is translated individ-
ually or by considering its context via a document
level translation approach (Miculicich et al., 2018).
However, this does not directly address an impor-
tant real life application: “web page translation”.
Web pages are structured documents containing
formatted or annotated text, where the annotation
is done via inline tags or XML tags. When translat-
ing web pages, care must be taken to translate not
only the text but also the XML tags. For example,
This is a <b>sentence</b>. is an example of a

sentence in a structured document. Its translation
in Spanish should be: Esta es una <b>frase</b>.
where the <b> and </b> tags appropriately en-
close the translation of the word sentence which is
frase. The structured document translation task1 in
WAT 2022 aims at evaluating approaches for the
translation of text with XML tags or inline tags.
For a detailed overview of the task, kindly refer to
the overview paper (Nakazawa et al., 2022).

Since NMT models are sensitive to what they
are trained on, it is natural to assume that they
should be exposed to examples of how to handle
XML tags. Unfortunately, there is a scarcity of
training data containing XML tags to train NMT
models to handle structured content. Hashimoto
et al. (2019) provide training data for 7 languages,
but this is not possible for all languages. Therefore,
the most viable solution would be the “remove tag,
translate and re-inject tag” approach also known
as the detag-and-project approach (Zenkel et al.,
2021) shortened to DnP. The main problem with
DnP is that it needs high quality word alignments
and heuristic algorithms when reinserting the tags
into the translation. Therefore, poor translations,
poor alignments and heuristics lead to compound-
ing errors which can negatively affect the injection
process leading to poor transfer of structure.

In WAT 2022, we participated under the team
name “NICT-5” where we applied the DnP ap-
proach to the structured document translation task
for English to Japanese/Chinese/Korean as well
as Japanese/Chinese/Korean to English translation.
Given the large availability of pre-trained trans-
lation models, we decided to use the M2M-100
model. In order to compare against the DnP ap-
proach, we translated sentences containing XML
tags using this model and to our surprise, this ap-
proach was able to outperform the DnP approach
in some instances. Our analyses reveal that the

1https://lotus.kuee.kyoto-u.ac.jp/WAT/
NICT-SAP-Task/index.2022.struc.html

https://lotus.kuee.kyoto-u.ac.jp/WAT/NICT-SAP-Task/index.2022.struc.html
https://lotus.kuee.kyoto-u.ac.jp/WAT/NICT-SAP-Task/index.2022.struc.html
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DnP approach is better at transferring the XML
tag structure but gives poor automatic evaluation
scores in some cases as it fails to handle cases such
as non-closing tags and the tag injection for words
and phrases for which word alignment fails.

2 Related Work

Hashimoto et al. (2019) present a dataset from the
IT domain, same as the domain of the evaluation set
used in the task, that features XML markup, and
corresponding results using a constrained beam
search approach for decoding. They create and use
training data with XML tags but we do not and
instead opt to use direct translation and the detag-
and-project (DnP) approaches Hanneman and Dinu
(2020). The methods for tag transfer in Zenkel
et al. (2021) are relevant, although their focus is
on inserting tags into a fixed human translation.
Although the task evaluation sets contain complete
documents which can allow for context-sensitive
translation, such as in Miculicich et al. (2018), and
in-context evaluation (Läubli et al., 2018, amongst
others), we do not focus on these aspects in our
submission.

In terms of methods, according to our knowl-
edge, we are the first to report results on tag transfer
using a massively multilingual translation model
like M2M-100 (Tang et al., 2021; Fan et al., 2021)
which surprisingly lead to reasonable automatic
evaluation scores. We also submit results for the
DnP approach, but find that it does not always
outperform the direct translation approach. For
evaluation, WAT uses the XML-BLEU metric in
accordance with Hashimoto et al. (2019) but we
additionally report on the XML tag structure ac-
curacy to better understand the limitations of the
approaches we used.

3 Approaches

We use the direct translation (DiT) and the detag-
and-project (DnP) approaches for our submissions.

a. Direct translation: In this approach, we
directly translate the sentences with XML content
in them.

b. Detag-and-project: In this approach, we use
the following steps:

1. Remove the XML tags from the sentence and
make a list of words and phrases which are
wrapped with XML tags. In case of non-
closing tags, we do not handle them.

2. Translate the plain sentences.

3. Use a word aligner to align the words between
the plain sentence and its translation.

4. For each sentence, for each word or phrase
obtained in step 1, get its aligned target word
and phrase and wrap it with the applicable tag.

Note that the following considerations are to be
made:

• For translation, the NMT model’s tokenizer
can handle subword segmentation.

• For word alignment, tokenizers should be
used for unsegmented languages prior to align-
ment.

• To infer phrase alignment, we use the inside-
outside algorithm from Zenkel et al. (2021)
who also used an alternative approach called
the min-max algorithm, but we do not use it
in our submissions as we found the former to
be slightly better.

• When translating content wrapped hierarchi-
cally in XML tags, the innermost tags are dealt
with first.

4 Experiments

4.1 Dataset
We only use the official development and test sets
(located here) provided by the organizers. We fo-
cus on translation to and from English and Japane-
se/Korean/Chinese. We do not consider traditional
Chinese due to lack of reliable models and word
aligners.

4.2 Implementation
We implement the inside-outside approach in
Python along with other pre-processing scripts. For
word alignment we use awesome-align (Dou and
Neubig, 2021).2 as we do not have reliable train-
ing data for word alignment. awesome-align uses
mBERT3 and is known to work well even with-
out using fine-tuning to improve alignment quality.
For tokenization prior to word alignment, we use
mecab for Japanese4 and Korean5 and Stanford

2https://github.com/neulab/
awesome-align

3https://github.com/google-research/
bert/blob/master/multilingual.md

4https://taku910.github.io/mecab/
5https://github.com/SamuraiT/

mecab-python3

https://github.com/SAP/software-documentation-data-set-for-machine-translation
https://github.com/neulab/awesome-align
https://github.com/neulab/awesome-align
https://github.com/google-research/bert/blob/master/multilingual.md
https://github.com/google-research/bert/blob/master/multilingual.md
https://taku910.github.io/mecab/
https://github.com/SamuraiT/mecab-python3
https://github.com/SamuraiT/mecab-python3
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XML-BLEU
Approach en→ja ja→en en→ko ko→en en→zh zh→en

DnP 36.84 25.02 22.81 23.80 32.34 28.50
DiT 36.40 18.76 28.99 24.35 32.38 29.06

Organizer 40.27 28.20 21.87 10.80 28.03 29.14
XML structure transfer accuracy (%)

Approach en→ja ja→en en→ko ko→en en→zh zh→en
DnP 84.38 85.35 86.93 80.24 85.40 84.16
DiT 81.66 23.51 82.34 77.85 83.53 81.26

Table 1: XML-BLEU and XML structure transfer accuracy scores for our submissions and the organizer submission.
Best scores are in bold.

segmenter for Chinese6.

4.3 Models Used
We use the M2M-100 (or M2M) 1.2 billion pa-
rameter model7 (Fan et al., 2021) which supports
100 languages. To our knowledge, M2M was not
trained to handle XML tags in sentences. We use
beam search with beam size 4 and length penalty
of 1.0.

4.4 Evaluation
WAT uses the XML-BLEU metric proposed by
Hashimoto et al. (2019) using a modified version8

of the publicly available repository. The modifica-
tion was done to handle the XML tags specific to
the evaluation sets. We use this modified code for
our analyses as well. Specifically, we calculate the
XML structure transfer accuracy, which indicates
the number of sentences whose XML structures
have been transferred into the translation. This only
concerns the structure and not the content wrapped
in the XML tags. There are 590 sentences in the
test set with XML tags in them and the accuracy
indicates the percentage of sentences with proper
structure transfer.

5 Results

We present in Table 1 the XML-BLEU scores and
the XML structure transfer accuracy for our sub-
missions. In the last row, we give the organizer
scores. According to their description, they seem to
use am mBART model for direct translation (DiT).
The results show that except for Japanese↔English

6https://nlp.stanford.edu/software/
stanford-segmenter-4.2.0.zip

7https://huggingface.co/facebook/
m2m100_1.2B

8https://github.com/prajdabre/
localization-xml-mt

translation and Chinese→English translation, our
submissions are better than the organizer’s submis-
sions. The organizer scores for Japanese↔English
translation are vastly better than ours for this di-
rection, and this may be due to the ability of
the mBART model they used to translate to/from
Japanese better than M2M-100. Indeed, for
Chinese→English translation, the gap between our
best and organizers is 0.08 XML-BLEU which is
negligible. For the remaining directions, our sub-
missions are substantially better by at least 4.35
XML-BLEU.

Comparing the DnP and DiT rows for our
submissions, it can be seen that except for
Japanese↔English translation, DiT is slightly if
not substantially better than DnP. This is quite sur-
prising since the M2M model was never explicitly
trained to handle XML tags. It is possible that the
model treats the tags as rare or unknown English
tokens which are usually copied as is in Japanese,
Chinese and Korean translation. We leave this in-
vestigation for the future.

With regard to the XML structure transfer accu-
racy, it is interesting that although the XML-BLEU
is higher for DnP, the structure transfer accuracy is
lower. Upon some manual investigation we found
the following:

• DnP is good at transferring structure but is
bad at transferring it in the right place. This is
due to the difficulty in aligning phrases which
is affected by language divergence and word
alignment quality. Using a high quality word
aligner should help resolve this partially.

• Whenever DnP is unable to align words or
phrases, the entire example wont count to-
wards the structure match accuracy. This hap-
pens in case of non-closing tags which we do

https://nlp.stanford.edu/software/stanford-segmenter-4.2.0.zip
https://nlp.stanford.edu/software/stanford-segmenter-4.2.0.zip
https://huggingface.co/facebook/m2m100_1.2B
https://huggingface.co/facebook/m2m100_1.2B
https://github.com/prajdabre/localization-xml-mt
https://github.com/prajdabre/localization-xml-mt


67

not transfer as they do not wrap any word or
phrase making it hard, if not impossible, to
determine its position in the translation. How-
ever, this problem does not occur for DiP.

• DiP often hallucinates tags or discards them.
Since our NMT model was not explicitly
trained to handle tags, this makes sense. Some
constrained decoding would be helpful here.

Overall, the DnP approach needs a lot of invest-
ment but the returns are not equivalent. Future work
should focus more on the DiT approach which is
end-to-end and hence more attractive.

6 Conclusion

In this paper, we describe our submissions as team
“NICT-5” to the structured document translation
task in WAT 2022. We used the direct translation
and the detag-and-project approaches and to our
surprise found that the direct translation approach
outperforms detag-and-project approach slightly or
substantially depending on the language pair. Our
analyses reveal that the former approach has poorer
tag structure transfer accuracy, but still is better
than the latter approach, due to (a.) the latter’s
inability to handle the transfer of tags for content
that can’t be aligned with its translation and (b.)
the latter’s sensitivity to poor alignment. Rather
than working to improve the detag-and-project ap-
proach, we plan to focus more on the direct trans-
lation approach with constrained generation and
some additional training to handle structured con-
tent more effectively.
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