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Abstract

This paper presents the system developed
by the NGU_CNLP team for addressing the
shared task on Propaganda Detection in Arabic
at WANLP 2022. The team participated in the
shared tasks’ two sub-tasks which are: 1) Pro-
paganda technique identification in text and 2)
Propaganda technique span identification. In the
first sub-task the goal is to detect all employed
propaganda techniques in some given piece of
text out of a possible 17 different techniques, or
to detect that no propaganda technique is being
used in that piece of text. As such, this first sub
task is a multi-label classification problem with a
pool of 18 possible labels. Subtask 2 extends sub-
task 1, by requiring the identification of the exact
text span in which a propaganda technique was
employed, making it a sequence labeling problem.
For task 1, a combination of a data augmenta-
tion strategy coupled with an enabled transformer-
based model, comprised our classification model.
This classification model ranked first amongst the
14 systems participating in this subtask. For sub-
task two, a transfer learning model was adopted.
The system ranked third among the 3 different
models that participated in this subtask.

1 Introduction

The term propaganda was coined in the seventeenth
century as a means of disseminating noble ideas
among groups of individuals. Over time, it has
become known for referring to the use of infused
ideas, news or partial arguments to groups of peo-
ple with the intention of manipulating their beliefs
and behaviors, typically, towards deceptive agen-
das. In today’s world, we can find various forms
of propaganda in almost every newspaper article,
social media post or mass media broadcasting. It is
rarely the case that individuals are simply informed
without being pervasively biased. Moreover, pro-
paganda propagation is no longer exclusively dom-
inated by religious, political or demographic en-
tities, but even by individuals where a variety of
agendas are involved. With such huge prolifera-
tion and the expected undesired influences, it is of
utmost importance to be able to detect faulty or mis-
leading information for the purpose of efficiently

and promptly handling the widespread of fallacies.
However, detecting computational propaganda is a
significantly involved task especially with the ever
growing efforts to make it go inconspicuous. By
leveraging tools from machine learning (ML), it
is possible to automate the necessary NLP tasks
required to detect such malicious agendas. Compu-
tational propaganda detection has gained immense
attention [1, 2, 3, 4] in the NLP community. For ex-
ample, Google and Facebook, are currently testing
ML-powered fact-checking tools to investigate the
authenticity of shared information for the purpose
of fighting potential “infodemics" [5, 2] which are
a form of propaganda. Typically, NLP tasks uti-
lize several modeling approaches such as n-gram
models and neural networks models. In n-gram
modeling, n-words are being paired and processed.
Neural networks are essential to the success of nu-
merous NLP tasks.

NLP models have been revolutionized by the in-
troduction of contextualized embeddings such as
the the BERT transformer-based language model,
first introduced by Google [6]. The idea of the
BERT-model is that it can read a sentence simulta-
neously in both directions. Applying this to the task
of propaganda detection is made possible through
two subtasks. The first of which is the identifica-
tion of the propaganda technique in the sentence
together with the corresponding text span. The sec-
ond subtask is concerned with the classification of
the deployed propaganda technique out of the 18
well-known propaganda techniques [7].

In [8], a logistic regression-based model was
proposed to detect a propagandist text, along with
features acquired from Linguistic Inquiry and Word
Count (LIWC) text analysis software, to solve a
binary classification problem. Fine-tuning of the
BERT transformer model was performed in [9]
where, prior to using the BERT architecture, the
authors initially concentrated on the pre-processing
phases to offer additional details about the language
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Dataset Train dev dev_test
No. of Tweets 504 52 52

Table 1: Data Distribution for Subtask 1

model and current propaganda strategies. However,
the author later utilised the BERT architecture to
frame the work as a problem of sequence labelling.
In [10], some linguistic characteristics and global
noncontextual word embeddings were exploited.

This paper presents the system developed by the
NGU_CNLP team for addressing the shared task on
Propaganda Detection in Arabic at WANLP 2022
[11]. The team participated in the shared tasks’
two sub-tasks which are: 1) Propaganda technique
identification in text and 2) Propaganda technique
span identification. In the first sub-task the goal is
to detect all employed propaganda techniques in
some given piece of text out of a possible 17 dif-
ferent techniques, or to detect that no propaganda
technique is being used in that piece of text. As
such, this first sub task is a multi-label classification
problem with a pool of 18 possible labels. Subtask
2 extends subtask 1, by requiring the identification
of the exact text span in which a propaganda tech-
nique was employed, making it a sequence labeling
problem.

2 Subtask 1: Propaganda Classification

The first sub-task our team participated in, was a
multi-label classification problem. In this subtask,
the input is a single piece of text (a tweet), and
the required output, is the set of the propaganda
techniques used in it. The evaluation metric for this
subtask was the micro-average F1 score.

2.1 Initial Experimentation

Three labeled datasets were provided by the task
organizers for training (train), validation (dev), and
testing (dev_test) during the model development
phase. The distribution of this data is shown in
Table 1.

The total number of labels in this dataset was 18.
Some of the tweets had as many as 5 labels, with
the average number of labels/tweets being 1.75.
Eight out of the 18 different labels/classes had less
than 10 instances in the training dataset, i.e., they
were very under-represented. Furthermore, careful
analysis of the labels’ distribution in the provided
3 datasets revealed that there is a discrepancy in
the distribution of labels among them as shown in

Figure 1.
To better understand the problem, gain insights

into its challenges, as well as to establish a good
baseline, we decided to apply traditional ML al-
gorithms on the training data, and to test on the
aggregated set of dev and dev_test data. Simple
text pre-processing was carried out in this step
which included normalization, diacritic removal,
url removal and number removal. Text was then
tokenized and represented as a bag of words. Clas-
sifiers that were used in this step included, Sup-
port Vector Machines ((with a multitude of k val-
ues), Naïve Bayes, Stochastic Gradient Descent,
Logistic regression, Random Forests and simple
K-nearest Neighbor. After experimenting with var-
ious configurations, the best result obtained was
from the Linear Support Vector Machine with a
micro average F1 score of 0.44. However, looking
at the F1 scores of individual classes revealed that
the majority of classes had zero as a score, high-
lighting the class imbalance problem seen in the
training data.

2.2 Data Redistribution and Augmentation

To address the discrepancy in the distribution of
labels in the provided datasets and to avoid the
negative impact of this discrepancy on the quality
of the prediction model, all three sets were merged
and the re-split using multi-label stratification to
ensure more uniform label distribution. The results
of carrying out this step, are shown in Figure 2.
Unfortunately, under-represented labels remained
under represented even after the merge and re-split
steps.

To overcome the fact that the training data
size was quite small (only 504 instances) and in
an attempt to provide more examples for under-
represented labels thus addressing the class imbal-
ance problem, means for expanding the training
dataset were sought. The one that was adopted,
was the translation of a similar dataset which is
available in English to Arabic. The used dataset
was taken from SemEval-2020 Task 11 [12] which
targeted the detection of propaganda techniques in
news articles. Data from the SemEval-2020 Task
was translated to Arabic using the RapidAPI Trans-
lation tool 1.

Since the SemEval-2020 training data labels did
not directly map to the labels used in the WANLP

1https://rapidapi.com/gofitech/api/
nlp-translation/
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Figure 1: Label Distribution for Data of Subtask 1

Figure 2: Data ReDistribution for Subtask 1

2022 shared task, a mapping function was cre-
ated to convert the names of the SemEval labels to
WANLP ones. In the end, 3,938 sentences were
added to the original WANLP dataset bringing up
the number of training instances from 504 to 4,
442.

2.3 Overview of the Adopted Model
Following the step described in the previous sub-
section, we decided to experiment with a more pow-
erful prediction model. Since transformer based
models have shown superior results in text classi-
fication tasks, the model we used was AraBERT
[13]. Consequently, text preprocessing was done
using the AraBERT preprocessor with the default
configuration. Hyperparameters were tuned and op-
timized through the use of randomized grid search.
The final used configuration was as follows:

• Proportion of extra data sampled to be in train
dataset: 0.7

• Max. length of tokenization: 128

• Batch size: 8

• Number of epochs: 50 with early stopping

• Learning rate: 0.0001

• Learning rate scheduler: Linear

• Warm-up ratio: 0.1

The metric used for evaluation was the F1 Micro
score. The best configuration evaluation loss on the
dev set can be seen in Figure 3.

This final configuration was used to train 5 mod-
els on 5-fold splits of the labeled data (train, dev
and dev_test). The prediction probabilities of each
model were averaged into the final prediction prob-
abilities, and then the threshold for prediction was
set (empirically) to be 0.4.

2.4 Final Results
For this shared task, the task organizers provided
440 unlabeled tweets. The model described in the
previous section was used to predict various labels
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Figure 3: Model Performance for Subtask 1

for each tweet. The final results released by the task
organizers have shown that the model that we have
developed ranked at number one with an average
micro F1 score of 0.649. The next best performing
system achieved a score of 0.609.

3 Subtask 2: Propaganda Span Detection

In the second task, the goal was not only to identify
propaganda techniques used in a piece of text, but
the exact text span that represents each technique.
This can be thought of as a sequence tagging task
or as a token classification [14].

3.1 Exploratory Data Analysis

The provided data distribution for this task was
identical to subtask 1, except that here exact spans
for each of the labels were provided. So similar to
classes in subtask 1, some propaganda techniques
(labels) such as Whataboutism and Causal Over-
simplification were under represented while others
such as Name calling/Labeling and Loaded Lan-
guage were over represented. An example of a
tweet taken from this dataset is shown in Figure 4.
In this example, spans which are given in num-
bers representing their start and end positions, are
mapped to their equivalent text fragments.

As can be seen in this example, it is possible to
assign the same label more than once in the same
tweet as well as to assign more than one label to the
same span. So in the shown example, ’Loaded Lan-
guage’ appears twice, and the span ( 	àñ 	Jm.×ð QÓA�®Ó)
is labeled as both ’Loaded Language’ as well as
’Name Calling/Labeling’. This pattern of multi-
ple label assignment for the same span, appeared
in 53 locations in the train dataset, 18 in the dev
dataset and 16 in the dev_test dataset. The dataset
used for training, was the augmented translated one
described in Subtask 1.

Figure 4: An Example of a Tweet taken from Subtask 2
Dataset

3.2 Preprocessing
One of the challenges of preprocessing the texts
for this task, is that the final output must a span
denoted in terms of the position of its first char-
acter and the positions of its last character in the
text, which would then be compared with spans
represented in a similar way in the test data pro-
vided. Preprocessing had to be handled carefully
so that it does not change the order of the letters
contained in the texts. This was done by apply-
ing only simple operations such as normalization.
To get the data ready for the next step, we trans-
formed the data into the widely used style of data
representation BIO so that each span in the tweet is
accompanied by a distinctive tag that indicates if it
is outside the classification (O), the beginning of a
classification (B), or within the classification span
(I). When a single span was assigned to more than
one technique, we neglected the technique that is
most representative in the train dataset.

3.3 Overview of the Adopted Model
Using modern transformers and neural networks
techniques, the proposed solution relied on employ-
ing a previously developed model that addresses a
similar task in Arabic in order to transfer its expe-
rience for solving this particular problem. Specif-
ically, we used the Marefa-NER model, which is
one of the pre-trained templates available on the
HuggingFace platform and which targets Named
Entity Recognition (NER). The model was pre-
trained to identify 9 different types of entities
within any news text or Wikipedia article.

After preparing the training data using the BIO
format, a neural network was setup for a token
classification problem, In other words, the network
was responsible for assigning an appropriate class
for each token in the text. Tokenizing the text was
based on the originally followed strategy in Marefa-
NER which was XLM-RoBERTa [15].

Hyperparameter tuning was performed through
a series of experiments with the most important of
these values being:
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• Max. length of tokenization: 512

• Batch size: 8

• Number of epochs: 14 with early stopping

• Learning rate: 0.00001

• Learning rate scheduler: Linear

• Optimizer: Adam

• No. Hidden Layers: 24

• No. Attention heads: 16

Using the ’dev_test’ dataset with the aim of opti-
mizing the F1-scores, Figure 5 shows the progress
made with the F1-scores during the training process
while Figure 6 shows the training loss decreasing
gradually.

Figure 5: F1-score of our Model during training for
Subtask 2

Figure 6: Training Loss of our Model for Subtask 2

After completing the whole training process, the
model with the highest F1-Score was retrieved and
adopted. The best model results are shown in Ta-
ble 2.

Training Validation F1-score Accuracy
0.1637 1.2753 0.1669 0.7815

Table 2: Model’s validation results for subtask 2

4 Summary

The winning system for the propaganda classifica-
tion task and the third-placed system for the propa-
ganda span identification task has been described.
Both of the developed solutions used transformer
models. For subtask 1, the classification task was
approached with the AraBert architecture and data
augmentation. Final predictions were obtained
based on an ensemble of 5 models. For subtask
2, the Marefa-NER model together with the XLM-
RoBERTa as a tokenizer, were used to tackle the
sequence tagging task with same translated data
from subtask 1 to overcome the small and imbal-
anced dataset provided. An interesting future re-
search direction would be to perform error analysis
and conduct ablation studies to get more insights
from the reported results and improve the models
accordingly.
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