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Abstract

Dialect Identification is important to improve
the performance of various application as trans-
lation, speech recognition, etc. In this paper,
we present our findings and results in the Nu-
anced Arabic Dialect Identification Shared Task
(NADI 2022) for country-level dialect identifi-
cation and sentiment identification for dialec-
tical Arabic. The proposed model is an en-
semble between fine-tuned BERT-based mod-
els and various approaches of prompt-tuning.
Our model secured first place on the leader-
board for subtask 1 with an 27.06 F1-macro
score, and subtask 2 secured first place with
75.15 F1-PN score. Our findings show that
prompt-tuning-based models achieved better
performance when compared to fine-tuning and
Multi-task based methods. Moreover, using an
ensemble of different loss functions might im-
prove model performance.

1 Introduction

Arabic, spoken by over 500 million people world-
wide, is the most populous member of the semitic
language family. In general, Arabic can be divided
into three categories: (1) Classical Arabic, the lan-
guage of early literature; (2) Modern Standard Ara-
bic (MSA), which is commonly used in school and
formal settings; and (3) Dialectal Arabic (DA), a
collection of geopolitically defined varieties. The
existence of several dialects and complicated mor-
phology are two distinguishing features of the Ara-
bic language. Furthermore, the casual nature of
social media chats, as well as the variations be-
tween MSA and DA, add to the complexity. Arabic
dialects are not standardized. There are no formal
grammar rules or formalism to guide the speakers.
This makes various tasks such as machine trans-
lation and speech recognition challenging. Sev-
eral works have been proposed to improve dialect
identification as the recent shared-task NADI se-
ries (2020 and 2021) (Abdul-Mageed et al., 2021b,

2020). Several teams have used traditional meth-
ods as SVM with TF-IDF (Touileb, 2020; Nayel
et al., 2021), others customized Bert-based mod-
els. AlKhamissi et al. (2021) added an adapter
layer on top of MARBERT model. The authors
of (El Mekki et al., 2021) used multi-task learn-
ing to predict dialect on provenance and country
level. This paper presents our work in the Nuanced
Arabic Dialect Identification (NADI) shared task
(Abdul-Mageed et al., 2022). The NADI shared
task (2022) consists of two subtasks. The first sub-
task is a country-level dialect identification, while
the second subtask is sentiment analysis based on
different Arabic dialects. Given that a key chal-
lenge in this task is the unbalanced distribution and
the hard nature of the problem. We follow best prac-
tices from recent work on enhancing model gen-
eralization and robustness. The rest of the papers
goes as follow: section 3 discusses the proposed
methods, section 4 shows experimental results, and
section 5 concludes the paper. The code has been
made open-source and available on GitHub 1.

2 Data

Subtask Train-
set

Dev-
set

Test-set

1 20,398 4,871
4,758
test A

1,474
test B

2 1,500 500 3,000

Table 1: Train-validation distribution for subtask 1 and
2.

The NADI dataset provided by the organizers
consists of 2 datasets for each subtask. Table 1
shows the train-set, dev-set, and test-set distribution
for both subtasks. Subtask 1 covers 18 country lev-
els dialects: Algeria, Bahrain, Egypt, Iraq, Jordan,

1https://github.com/rematchka/Dialect-and-Sen
timent-Identification-in-Nuanced-Arabic-Tweets
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Kuwait, Lebanon, Libya, Morocco, Oman, Pales-
tine, Qatar, Saudi Arabia, Sudan, Syria, Tunisia,
United Arab Emirates, and Yemen. However, the
data is extremely unbalanced. The train-set con-
sists of 20,398 tweets, while the dev-set consists
of 4,871 tweets. Subtask 2 covers 3 labels positive,
negative, and neutral for dialectal sentiment anal-
ysis. The tweets span different ten Arab dialects.
The dataset does not suffer from class imbalance.

3 System Description

This section presents the various approaches used
while developing the final models: a voting classi-
fier, a weighted ensemble of BERT-based models,
and a prompt-BERT-based model.

Experimental setup for the fine-tuned models
the learning rate was set to 4e-5 or 4e-6, cosine-
annealing learning rate scheduler was used, the
model’s weight decay was set to 1e-8 and the length
of the sentence for tokenization was set to 128 or
256. During training, batch size was set to 32, and
at the end of each epoch, the model was evaluated
on dev-set. The best-performing model in terms of
F1-macro is saved.

3.1 Subtask 1 models

In subtask 1, the goal was to identify 18 different
Arabic dialects, in an unbalanced dataset. In order
to tackle this problem, we have experimented with
several approaches. Most of the models used were
BERT-based models such as MARBERT (Abdul-
Mageed et al., 2021a), AraBERT (Antoun et al.),
QARiB (Abdelali et al., 2021), AraELECTRA dis-
criminator (Antoun et al., 2021a). Two methods
Were used: 1) Fine-tuning, 2) Prompting-tuning.
Table 2 shows a summary for models and tech-
niques used. For MARBERT with prompt-tuning,
openprompt library was used (Ding et al., 2021),
which used P-tuning. In P-tuning (Lester et al.,
2021) prompts are only inserted into the input em-
bedding sequence, and this embedding is fed to the
language model head and output is output to the
linear classification head. One of the challenges
in promoting is the design of the prompt and the
output of the model. For the prompt we have used
[MASK]ù
 ë

�é 	ªÊË @ (“language is [MASK]"), and

for the output, we have used countries’ names trans-
lated into Arabic.

Submitted systems for this subtask 3 systems
were submitted, the first system was the prediction

of MARBERT with prompting. The second is a
weighted ensemble between all models listed in
table 2. The weights were determined by using
optimization, where the goal is to find weights that
improve the prediction score in dev-set. As a re-
sult, some of the weights assigned to models were
chosen to be zero. These models were Araecltra
discriminator, AraBERT v2 twitter and AraGPT2
(Antoun et al., 2021b). The third system was a hard
voting between MARBERT fine-tuned version and
the prompt version.

3.2 Subtask 2 models

In subtask 2 the goal was to analyze sentiments in
dialectal tweets. Several model experiments has
been done as shown in table 3. In this subtask
three approaches have been explored: 1) Multi-task
learning (MTL), 2) Fine-tuning 3) Prompt-tuning.

3.2.1 MTL

Figure 1: MTL architecture.

In MTL single-input multi-output approach was
used, where we have two task-specific attention
classifier layers, which help with the classification
of the dialect and correspondent sentiment for a
tweet. These layers work on top of the weighted
pooling that used the output of the last 4 layers of
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Models Methods Classification head Loss Function Macro-
F1

MARBERT Fine-
tuning

Attention classifier F1-
CrossEntropy

33

Arabelectra Discriminator Fine-
tuning

Weighted pooling with At-
tention Classifier

Ensemble of F1-
CrossEntropy
and Focal Loss

22

AraBERT V2 twitter Fine-
tuning

Weighted pooling with At-
tention Classifier

Ensemble of F1-
CrossEntropy
and Focal Loss

29

AraGPT2 Fine-
tuning

Attention classifier Ensemble of F1-
CrossEntropy
and Focal Loss

22

QARiB Fine-
tuning

Weighted pooling with
Attention Classifier and
multi-sample dropout

Ensemble of F1-
CrossEntropy
and Focal Loss

25

MARBERT Prompt-
tuning

- CrossEntropy 37

Table 2: Models and techniques developed during the experimental phase for subtask 1 and the F1-macro on the
dev-set.

BERT-based-model, as shown in figure 1. In order
to get the dialect and sentiment of a corresponding
tweet, we have used a fine-tuned model to provide
pseudo-labels for both datasets (subtasks 1 and 2).
The train-set of both subtasks was concatenated
and used for training MTL model.

3.2.2 Prompt-tuning
For prompt-based tuning, several approaches have
been explored as prefix prompting (Li and Liang,
2021), OpenPrompt library, and P-tuning V2 with
and without LSTM encoder. For prefix prompt-
ing, language model generation versions of BERT-
base models were used. For the prompt, we
have used [MASK]Q«A ��ÖÏ @ ÉJ
Êm�

�' (“sentiment anal-
ysis is [MASK]"), and for the output, we lim-
ited the model to generate three labels correspond-
ing to sentiments, which are YK
Am× , ú
æ. Ê� , YJ
ª�
(“neutral, negative, happy"). Figure 2 shows
the architecture. During experiments, we tried to
make the model generate the synonyms for these
three labels. However, it turns out that limiting
model generation to generate only 3 labels text
was the best option in this task in terms of dev-
set score. For OpenPrompt library, P-tuning V2
with and without LSTM, several prompts were
used as [MASK]?I. �KA¾Ë@ Pñª �� ñë AÓ (“ what
is the Sentiment of the writer? [MASK]")
, [MASK]Q«A ��ÖÏ @ ÉJ
Êm�

�' (“sentiment analysis is

Figure 2: Prefix prompting architecture.

[MASK]"), and [MASK]Q«A ��ÖÏ @ (“Sentiment is
[MASK]").

3.2.3 Submitted systems
for this subtask four different systems were sub-
mitted. The first system is an ensemble of the last
7 models in table 3. For determining weights we
used the optimization method, where the goal is
to find the best weight that improves overall pre-
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Models Methods Classification head Loss Func-
tion

Macro
F1-
PN

AraELECTRA-base-
discriminator

Multi-task learning Weighted layer pooling
with Attention Classi-
fier

FocalLoss
(Lin et al.,
2017)

66.5

MARBERT Fine-tuning Weighted layer pooling
with Attention Classi-
fier

Ensemble
of F1-
CrossEntropy
and Focal
Loss

71.5

MARBERT Feature Engineer-
ing and Fine-tuning

LSTM with Classifier CrossEntropy 72

AraBERT Fine-tuning Weighted layer pooling
with Attention Classi-
fier

F1-
CrossEntropy

63.5

AraELECTRA-base-
discriminator

Fine-tuning Attention Classifier CrossEntropy 58

AraBERT p-tuning v2 Classifier CrossEntropy 67.5
AraELECTRA-base-
discriminator

p-tuning v2 Classifier CrossEntropy 61.5

MARBERT p-tuning V2 LSTM to encode
prompt and Classifier

CrossEntropy 73.5

MARBERT Prefix-Prompt tun-
ing

- CrossEntropy 72.5

AraBERT V2 twitter Prompt-tuning - CrossEntropy 72.5
MARBERT Prompt-tuning - CrossEntropy 73
AraBERT Large V2 twitter Prompt-tuning - CrossEntropy 71.5
GigaBERT-v3 (Lan et al.,
2020)

Prompt-tuning - CrossEntropy 62.5

AraGPT2 Prompt-tuning - CrossEntropy 60
CAMeLBERT (Inoue et al.,
2021)

Prompt-tuning - CrossEntropy 67.5

Table 3: Models and techniques developed during the experimental phase for subtask 2 and macro F1-PN on dev-set.

diction on the dev-set. It turns out, that the best
weight chosen is uniform 1/7. The second and
third submissions were hard and soft voting based
on the prediction of the last 7 models in table 3.
The fourth submission was based on a weighted
ensemble between the first four models in the ta-
ble. Similarly, optimization has been carried out to
choose the best weights. It turns out that the third
model (MARBERT with feature engineering and
LSTM) was not important, and its weight was set
to zero.

4 Results

In this section, The performance of the model is
reported based on the official metric during dev-

phase and test-phase. Moreover, error analysis is
conducted to identify weaknesses of the proposed
models. For subtask 1 the official metric is the
macro average F1-score, while for subtask 2 the
official metric is the macro-F1-PN score (macro
f1-score for the negative and positive classes only).

4.1 Dev-phase results

The table 2 illustrates our model’s dev-phase scores
for subtask 1 using the macro F1-score metrics. It is
clear that the low results reflect the difficulty of the
task. The key problem, we believe, is the dataset’s
unbalanced nature. To improve performance, we
tried a variety of ways. We tried oversampling,
undersampling, batch-sampler, and balanced sam-
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System Submission Macro-F1
Test A Test B

System 1: MARBERT
with Prompt

36.3556 17.5

System 2: Weighted
Ensemble

36.4807 17.6

System 3: Hard Voting 36.3291 17.17
Over All Performance 27.06

Table 4: Performance of the submitted models on the
leaderboard in subtask 1.

pling, but none of these produced satisfactory re-
sults. Table 3 shows results on dev-set for subtask
2. It can be concluded that prompt-based model
performance was better than fine-tuning methods.

4.2 Test-phase results

Table 4 and 5 show performance the submitted
model in the test-phase. For subtask 1, in test A the
best-performing model was the weighted ensemble
voting. For the second place, the MARBERT with
prompt comes in place. For test B, the best perform-
ing model was the weighted ensemble, while the
best second model was MARBERT with a prompt
which achieved a good results (0.1) error difference
compared to the weighted ensemble. In Subtask
2 the best performing model was system 4 which
was an ensemble of fine-tuned models, MTL, and
different versions of prompting.

4.3 Error analysis

As seen in Figure 3, our model performs well
when predicting Egyptian, Saudi Arabian, Alge-
rian, Oman, Libyan, and Iraqi languages. Accord-
ing to the confusion matrix, most dialects were
incorrectly classified as these five dialects. We
assume this is due in part to a large number of
tweets from each dialect in the training-set. Fur-
ther examination of the output revealed that our
model performs very poorly on the less common
dialects. Our approach is unable to reliably fore-

System Submission F1-PN
System 1: Weighted Ensemble 72.77
System 2: Hard Voting 72.224
System 3: Soft Voting 72.224
System 4: Weighted Ensemble 75.155

Table 5: Performance of the submitted models on the
leaderboard in subtask 2.

Figure 3: Confusion matrix of the predictions of the
MARBERT Prompt model in subtask 1 on the dev-set.

cast the dialects of Palestine, Qatar, Bahrain, and
the United Arab Emirates. We believe this is due to
the skewed nature of the data once again, but also
to the difficulty in distinguishing various dialects
in general.

5 Conclusion

In this paper, we have presented our work sub-
mitted to NADI shared task. Our proposed solu-
tion is an ensemble of different BERT-base models.
These Models are developed differently, some are
MTL models, fine-tuned models, or prompt-based
models. The obtained results have shown that our
proposed models achieve good results in both sub-
tasks, by achieving first place in subtask 1 and first
place in subtask 2. future work will focus more on
building a robust model to improve recognition of
some dialects. Furthermore to investigate and find
features that best discriminate dialects.
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