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Abstract

Political competitions are complex settings
where candidates use campaigns to promote
their chances to be elected. One choice focuses
on conducting a positive campaign that high-
lights the candidate’s achievements, leadership
skills, and future programs. The alternative
is to focus on a negative campaign that em-
phasizes the negative aspects of the competing
person and is aimed at offending opponents or
the opponent’s supporters. In this proposal, we
concentrate on negative campaigns in Israeli
elections. This work introduces an empirical
case study on automatic detection of negative
campaigns, using machine learning and natural
language processing approaches, applied to the
Hebrew-language data from Israeli municipal
elections. Our contribution is multi-fold: (1)
We provide TONIC—daTaset fOr Negative po-
lItical Campaign in Hebrew—which consists
of annotated posts from Facebook related to
Israeli municipal elections; (2) We introduce
results of a case study, that explored several
research questions. RQ1: Which classifier and
representation perform best for this task? We
employed several traditional classifiers which
are known for their excellent performance in
IR tasks and two pre-trained models based
on BERT architecture; several standard repre-
sentations were employed with traditional ML
models. RQ2: Does a negative campaign al-
ways contain offensive language? Can a model,
trained to detect offensive language, also detect
negative campaigns? We are trying to answer
this question by reporting results for the trans-
fer learning from a dataset annotated with of-
fensive language to our dataset. RQ3: Does a
negative campaign necessarily express negative
sentiment? Can sentiment analysis help to de-
tect negative campaigns? We experiment with
sentiment labels to enrich data representation
and report our findings.

Our dataset and pre-trained models will be
freely available for researchers.

1 Introduction

Political competitions aim at promoting the can-
didates’ chances to be elected. The main deci-
sion in such competitions regards the nature of the
campaign – that is, whether a candidate should
apply a positive campaign that highlights the can-
didate’s achievements, leadership skills, and fu-
ture programs, or focus on a negative campaign
that emphasizes the negative sides of the competi-
tors (Bernhardt and Ghosh, 2020; Invernizzi, 2019;
Martin, 2004; Skaperdas and Grofman, 1995).

Our work introduces a new dataset of Facebook
posts, published by candidates during municipal
elections in Israel. We annotated this dataset with
binary labels, where we distinguish between nega-
tive campaigns and other campaign-related content.
In addition to the dataset, we report the results of ex-
tensive experiments, aimed at answering multiple
research questions: Which supervised model and
representation are more effective at automatically
detecting negative campaigns? Can we effectively
detect negative campaigns with a model trained to
identify offensive language? Can sentiment analy-
sis boost negative campaign detection?

Our contribution is multi-fold: (1) We introduce
a new annotated dataset in Hebrew for negative
campaign detection; (2) We report results of multi-
ple classifiers and their combination with various
representations on our dataset; (3) We explore pos-
sible relations between sentiment analysis and neg-
ative campaign and (4) between offensive language
and negative campaign.

2 Related Work

The scholarly literature has investigated various as-
pects related to negative campaigns (Asunka et al.,
2019; Chaturvedi, 2005; Martin, 2004; Skaperdas
and Grofman, 1995). It points out that this phe-
nomenon exists in many areas such as competi-
tion over jobs in the workplace, yet in the politi-
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cal arena there are several special characteristics.
A major characteristic is a fact that participants
in electoral competition often hold positions of
power as well as public and private resources to
finance their efforts (Bernhardt and Ghosh, 2020;
Invernizzi, 2019). In many cases, they also set the
rules of the competition as opposed to other areas
where the contest organizer sets the rules of the
game. Indeed, in recent years, we witness more
and more political candidates that do not play by
the rules, both formally and informally. A specific
feature of this trend is the intensive use of nega-
tive campaigns which target the weaknesses and
failures of the opponents promising to do the op-
posite (Invernizzi, 2019; Martin, 2004; Skaperdas
and Grofman, 1995).

The implementation of language technologies in
the political sciences is recently in high demand.
While computational political scientists are look-
ing for NLP tools to assist automatic analysis of
campaign-related content and predict outcomes,
computational linguistics explores real-world use
cases in political domains. The recent Workshop
on Natural Language Processing for Political sci-
ences (PoliticalNLP) (Afli et al., 2022) is an ex-
ample of the rising popularity of this interdisci-
plinary research. However, despite some works
dedicated to the analysis of elections-related materi-
als (Baran et al., 2022; Abdine et al., 2022; Sanders
and van den Bosch, 2022), in this workshop or any-
where else, we were unable to find any work on
automated negative campaign analysis and detec-
tion.

As a majority of text classification tasks last
years are efficiently performed by pre-trained lan-
guage models and transformers, we follow this ap-
proach in our study. We apply BERT, its multilin-
gual (mBERT) and Hebrew (AlephBERT) versions.
mBERT serves us both as an encoder (feature ex-
tractor) and end-to-end classifier.1 In addition to
the introduction of a new dataset, we explore possi-
ble relations between sentiment analysis and neg-
ative campaigns and between offensive language
and negative campaigns.

1We did not apply AlephBERT as feature extractor because
its implementation does not comply with the sentence trans-
formers package and does not allow extraction of sentence
vectors.

3 Case Study

3.1 TONIC dataset
The data was collected from Facebook accounts
of local politicians from several big Israeli cities
running for mayor’s offices. There were total of 12
cities and 27 mayor candidates whose number for
elections that took place in 2018. Data statistics ap-
pear in Table 1. The data is freely available for
download from GitHub at https://github.
com/NataliaVanetik1/TONIC.

Table 3 displays two instances of comments from
the TONIC dataset that have been translated into
English.

The collected posts were first manually filtered
as related or unrelated to political campaigns, and
only campaign-related messages were kept. Those
texts were annotated as either negative or not by
two independent annotators; in case of a disagree-
ment between them, the third annotator decided
on a final label. The annotators were instructed
to label a post as “negative campaign" only if it
contained a negative (but not necessarily offensive)
content about the opponent of the post’s owner or
her supporter. Kappa agreement between the an-
notators was 0.862, which is considered to be an
excellent agreement. The statistics for campaign-
related posts for all cities are given in Table 2.

3.2 Method
Our approach to text representation and classifica-
tion consists of the following steps:

1. Representing texts with one of the following:

• tf*idf vectors, where every post is treated
as a separate document;

• character n-grams with n = 1, 2, 3;
• pre-trained BERT vectors obtained from

a multilingual BERT model (Sanh et al.,
2019).

2. Enhancing the above representations with sen-
timent weights produced by the pre-trained
HeBERT model (Chriqui and Yahav, 2021).
This model produces weights as a probability
distribution for positive, negative, and neutral
sentiments.

3. Training and application of supervised ML
models (see Section 3.4) on all of the above
data representations.

The approach is depicted in Figure 1.

https://github.com/NataliaVanetik1/TONIC
https://github.com/NataliaVanetik1/TONIC
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Table 1: Collected data by city

city candidates post num avg words avg characters
in post in post

Ashdod 4 644 64.2 367.9
Netanya 4 571 49.2 292.0
Jerusalem 3 516 65.5 386.8
Ashkelon 3 683 61.4 358.4
Petah Tikva 4 669 61.7 359.0
Haifa 1 104 51.7 304.4
Rishon LeZion 1 239 87.2 523.7
Dimona 1 95 57.2 338.2
Hod Hasharon 2 366 71.0 416.1
Tel Aviv 1 233 70.8 410.2
Beer Sheva 1 34 139.8 866.4
Herzliya 2 272 92.4 549.4
Total 27 4426 65.6 385

Table 2: TONIC statistics

post num pos neg majority avg words avg chars
2632 568 2064 0.784 85.2 500.6

Table 3: Two sample comments from the TONIC dataset

Translated comment Label
Good week to all residents of Ashdod! Let’s talk about Ashdod-Yam Park. Who does the park
belong to? Does the park belong to the residents of the city at all or only to the ultra-Orthodox
residents (and non-residents)? Ashdod-Yam Park has been an attraction for the ultra-orthodox
public from all over the country for years. I really don’t have a problem with it, or most residents
of Ashdod, but as soon as the park and its facilities are closed on Shabbat, the message to the
non-Orthodox residents of Ashdod is simple: you are not welcome in your city. Unless you
are...that’s right - ultra-Orthodox. This week the municipality of Ashdod decided that as part of
the closing of the park’s facilities on Shabbat, the only cafe in the park will also be closed on
Shabbat. Another conquest of the ultra-Orthodox businessmen with the kind help of Yehiel Lesri.
We must return the city to all residents. The city was not intended only for the ultra-Orthodox.
With your help I will be the mayor and then Ashdod will serve you all!

yes

What has already become a procedure, the week is closed with the dear residents of the city!
Today we visited the 11th and 12th districts and were happy to meet the residents, to hear what
they like in the city, what they dislike and what problems they suffer from. On 30.10.18 we will
be able to start providing better service to the resident and take care of the needs of every district
and every community in the city. Many thanks to the dear activists who accompany me all along
the way.

no

posts tokenization

n-gram vectors

BERT sentence vectors

tf ∗ idf vectors prediction modelsentiment analysis

Figure 1: Political posts classification pipeline.

3.3 Data representation

We employed three different representation models
for input texts, as follows.

Tf-idf, short for term frequency-inverse docu-
ment frequency, is a numerical statistic that is in-
tended to reflect how important a word is to a doc-
ument in a collection or corpus. The tf-idf value
increases proportionally to the number of times a

word appears in the document and is offset by the
number of documents in the corpus that contain
the word. In our case, we treated every post as
a separate document and the whole dataset as a
corpus.

N-grams are the sequences of n consecutive
words seen in the text, where n is a parameter. In
our evaluation, we used the values n = 1, 2, 3.
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BERT sentence embeddings of length 512 were
obtained using the pre-trained multilingual BERT
model trained in 104 languages, including Hebrew.

3.4 Models
We applied three traditional ML algorithms—
Random Forest (RF) (Pal, 2005), Logistic Regres-
sion (LR) (Wright, 1995), and Extreme Gradient
Boosting (XGB) (Chen et al., 2015). All three
were applied to texts represented by each of three
representations, described in Section 3.3.

Also, we employed the BERT transformer (De-
vlin et al., 2018) trained for sentence classification.
We applied two different pre-trained models for our
task. The first one is a multilingual model called
bert-base-multilingual-cased (denoted as mBERT)
introduced in (Devlin et al., 2018). The second is
the AlephBERT (Seker et al., 2021), a large pre-
trained language model for Modern Hebrew, which
is trained on a larger vocabulary and a larger dataset
than any Hebrew pre-trained language model be-
fore. Both of these models were fine-tuned on the
train portion of our data.

3.5 Experiments
Our experiments aim at evaluation of and compari-
son of various models and text representations for
the purpose of detecting negative campaigns in po-
litical posts. Additionally, we explore two research
questions.

In the first one, we want to understand whether
general offensive language data in the same lan-
guage (Hebrew) can be used for transfer learning
with the proposed methodology. For answering
that, we perform cross-domain experiments with
a dataset with Hebrew messages annotated with
offensive language.

In the second question, we explore whether the
sentiment analysis can boost the negative campaign
detection accuracy. For answering that, we com-
pare between performance scores of our models
with and without sentiment labels in the data repre-
sentation.

3.6 Data Setup
For the experiments on TONIC, RF, LR, and XGB
were trained on 80% of the data and evaluated on
the remaining 20%. Fine-tuned BERT was trained
a 75% of the data with the validation set containing
5% of the data, and it was tested on the remaining
20%. Fine-tuning was run for 10 epochs with batch
size 16.

For the cross-domain experiments, we used the
Hebrew offensive language dataset (Litvak et al.,
2021) called OLaH. It is composed of Facebook
comments written in Hebrew and annotated by hu-
mans. The dataset contains 2,025 annotated com-
ments, out of which 821 are labeled positive (i.e.,
they do contain offensive content).

3.7 Software Setup

For the purpose of reproducibility, we present be-
low the setup of our experiments. All non-neural
models are implemented in sklearn (Pedregosa
et al., 2011) python package. Our neural model is
implemented with Keras (Chollet et al., 2015) with
the TensorFlow backend (Abadi et al., 2015). Ex-
periments were performed on google colab (Bisong,
2019) with standard settings and GPU runtime type.
Runtime for every experiment setting (mono- or
cross-domain) was less than 10 minutes.

3.8 Evaluation Results

Table 4: Mono-domain evaluation results on the TONIC
dataset

Model P R F1 Acc
AlephBERT 0.7318 0.6616 0.6949 0.7040
mBERT 0.7288 0.6792 0.7031 0.7590
RFtfidf 0.8004 0.5490 0.6513 0.8008
RFtfidf+SA 0.8507 0.6550 0.7401 0.8425
RFng1 0.7774 0.5597 0.6508 0.8027
RFng1+SA 0.8517 0.6877 0.7610 0.8539
RFng2 0.8157 0.5414 0.6508 0.7989
RFng2+SA 0.8372 0.6168 0.7103 0.8273
RFng3 0.771 0.5239 0.6239 0.7913
RFng3+SA 0.8482 0.6506 0.7364 0.8406
RFbert 0.8485 0.5383 0.6587 0.7989
RFbert+SA 0.8508 0.7355 0.7890 0.8691
LRtfidf 0.7731 0.5358 0.6329 0.7951
LRtfidf+SA 0.8530 0.7399 0.7924 0.8710
LRng1 0.7341 0.6571 0.6935 0.8159
LRng1+SA 0.8474 0.7928 0.8192 0.8843
LRng2 0.6551 0.6491 0.6521 0.7685
LRng2+SA 0.7455 0.7501 0.7478 0.8273
LRng3 0.6551 0.6491 0.6521 0.7685
LRng3+SA 0.7455 0.7501 0.7478 0.8273
LRbert 0.7864 0.6075 0.6855 0.8178
LRbert+SA 0.8096 0.7851 0.7972 0.8672
XGBtfidf 0.8195 0.5948 0.6893 0.8178
XGBtfidf+SA 0.8151 0.7724 0.7932 0.8672
XGBng1 0.8007 0.5892 0.6789 0.8140
XGBng1+SA 0.8303 0.7879 0.8085 0.8767
XGBng2 0.7168 0.5978 0.6519 0.8027
XGBng2+SA 0.8121 0.7787 0.7950 0.8672
XGBng3 0.7241 0.5991 0.6557 0.8046
XGBng3+SA 0.8072 0.7699 0.7881 0.8634
XGBbert 0.6733 0.5798 0.6231 0.7894
XGBbert+SA 0.8208 0.7887 0.8044 0.8729

Evaluation results for the TONIC dataset as both
train and test sets are presented in Table 4. We can
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make the following conclusions from these results.

First, there is a shred of strong evidence that sen-
timent labels boost classification performance. Sec-
ond, the best recall, f-measure, and accuracy were
produced by LR with unigrams enriched with senti-
ment labels, and the best precision was obtained by
the same LR but with tf-idf and sentiment labels.

Table 5: Cross-domain evaluation results:
OLaH→TONIC

Model P R F1 Acc
AlephBERT 0.4988 0.3916 0.4387 0.7818
mBERT 0.5135 0.6025 0.5545 0.7799
RFtfidf 0.4536 0.4959 0.4738 0.7723
RFtfidf+SA 0.5356 0.5054 0.5201 0.7723
RFng1 0.4530 0.4779 0.4651 0.7192
RFng1+SA 0.5599 0.5079 0.5326 0.7761
RFng2 0.4779 0.4886 0.4832 0.7211
RFng2+SA 0.5222 0.5072 0.5146 0.7552
RFng3 0.4727 0.4867 0.4796 0.7230
RFng3+SA 0.5031 0.5009 0.5020 0.7552
RFbert 0.3910 0.4952 0.4370 0.7761
RFbert+SA 0.4628 0.4971 0.4793 0.7742
LRtfidf 0.3918 0.5000 0.4393 0.7837
LRtfidf+SA 0.3914 0.4976 0.4382 0.7799
LRng1 0.4723 0.4850 0.4786 0.7154
LRng1+SA 0.5222 0.5072 0.5146 0.7552
LRng2 0.5417 0.5396 0.5406 0.6964
LRng2+SA 0.5484 0.5382 0.5433 0.7192
LRng3 0.5417 0.5396 0.5406 0.6964
LRng3+SA 0.5484 0.5382 0.5433 0.7192
LRbert 0.4623 0.4942 0.4777 0.7647
LRbert+SA 0.5592 0.5039 0.5301 0.7799
XGBtfidf 0.5352 0.5027 0.5184 0.7780
XGBtfidf+SA 0.7265 0.5076 0.5976 0.7856
XGBng1 0.4617 0.4914 0.4761 0.7552
XGBng1+SA 0.7946 0.5163 0.6259 0.7894
XGBng2 0.5315 0.5174 0.5244 0.7362
XGBng2+SA 0.6214 0.5262 0.5699 0.7799
XGBng3 0.5609 0.5388 0.5496 0.7400
XGBng3+SA 0.5789 0.5162 0.5458 0.7742
XGBbert 0.4680 0.4892 0.4784 0.7419
XGBbert+SA 0.5460 0.5113 0.5281 0.7666

Cross-domain experiments in Table 5 show that
using an offensive language dataset as a training set
decreases classification accuracy for all the mod-
els, indicating that the task of detecting negative
campaigns is different from the task of offensive
language detection. Despite enhancing data with
SA obviously improve results, only a few models
trained on offensive language data achieved accu-
racy that is slightly higher than or equal to the
majority rule. XGB with unigrams and sentiment
labels achieved the best precision, f-measure, and
accuracy, while the best recall was obtained by
mBERT.

3.9 Error Analysis

We used the top-performing model (LRng1+SA)
to analyze the misclassification errors in the mono-
domain classification instance (Logistic Regression
with unigrams and sentiment labels as a text rep-
resentation). This model’s confusion matrix is as
follows: TP = 72, TN = 394, FP = 19, and
FN = 42, with precision of 0.79 and recall of 0.63
respectively. These results show that the model
does a good job of identifying and eliminating
negative samples (non-negative campaigns), but
it misses positive samples (negative campaign). As
a result, TN is the most important accuracy com-
pound, while FN represents the biggest amount of
errors.

In a 30 misclassified case sample that we man-
ually examined, 22 cases are from the FN group
and only 8 cases are from the FP category. The
majority of errors (23), including 19 samples incor-
rectly identified as negative campaigns when we
actually found them to be neutral and 4 samples
incorrectly labeled as neutral, were the result of
incorrect labeling by our annotators. Due to a vari-
ety of factors, the model incorrectly classified four
neutral posts as negative campaigns, including one
sample that was actually negative but was correctly
categorized as neutral because it wasn’t addressed
to a specific person, and two samples that contained
words that were likely to have influenced the clas-
sification. One sample was incorrectly categorized
for an unidentified reason; the cause is likely due to
the negative campaign writing style, which is char-
acterized by frequent mentions of individuals. The
model missed three unfavorable marketing materi-
als, most likely as a result of the neutral vocabulary
(no offensive content in these samples).

4 Future Work and Conclusions

In this paper, we introduce a new dataset that
can help researchers to study negative campaigns.
The dataset contains only Hebrew-written content
posted by Israeli politicians on Facebook. We re-
port the results of extensive experiments which
include multiple classifiers and representations and
answer two research questions: whether transfer
learning from offensive language to negative cam-
paign can be efficiently applied and whether sen-
timent analysis can boost negative campaign de-
tection. We can conclude that traditional models
with unigrams and sentiment labels as text repre-
sentations performed best in both scenarios. This
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is probably due to a small training set which is
not sufficient for efficient fine-tuning of pre-trained
transformers with a large number of parameters, but
big enough to train a relatively simple classification
function with fewer parameters. Also, unigrams
seem to be most efficient in representing Hebrew
texts — due to the rich morphology of Hebrew and
ambiguous tokenization, simple BOW (and tf-idf)
cannot provide enough semantic information. It
also might be the case of political rhetoric which is
similar across candidates and campaigns of differ-
ent political parties. Based on our results, we can
conclude that sentiment analysis obviously boosts
negative campaign detection. However, there is
no strong relation between offensive language and
negative campaigns. Therefore, transfer learning
with models trained to detect offensive content is
inefficient for the detection of a negative campaign.

In the future, we plan to apply our analysis to
elections to the Israeli government. We also would
like to see whether cross-lingual and cross-country
learning is efficient for negative campaign detec-
tion. We’d like to explore the common characteris-
tics and differences between political campaigns in
different countries. We hypothesize that an engage-
ment of a candidate in a negative campaign can
be dependent on the candidate’s gender, perceived
strength, initial support, etc. We intend to study
these possible relations in the future.
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