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Abstract

Evaluating the performance of Massively Mul-
tilingual Language Models (MMLMs) is diffi-
cult due to the shortage of evaluation datasets
in low-resource languages. Due to computa-
tional limitations evaluating MMLMs trained
on all possible pivot configurations is not fea-
sible. This paper describes our contribution to
the SumEval 2022 shared task, which handles
the crucial task of Performance prediction of
MMLMs. We build upon Microsoft Research’s
Project LITMUS and devise a method to fur-
ther improve predictions. We develop vari-
ous machine-learning approaches which outper-
form the baseline score provided by LITMUS.
Our system ranked first with an RMSE score
of 0.017 for the non-surprise and 0.109 for the
surprise dataset.

1 Introduction

Massively Multilingual Language Models
(MMLMs) are models that are pre-trained on a
large set of languages and can perform various
tasks. For example, a Massively Multilingual Neu-
ral Machine Translation model (Arivazhagan et al.,
2019) is a single model trained on 100+ languages
with over 50 billion parameters. Such pre-trained
models work very well for zero-shot transfer
across languages. However, the performance of
these models is not consistent for all languages.
They depend on factors like the pivot languages
used for fine-tuning and the number of data points
used for training. It is not feasible to evaluate the
performance of the MMLMs on all languages. This
is because some target languages are low-resource
and lack proper evaluation sets for testing the
performance. It is also difficult to train and test
the models on all combinations of tasks, pivot
languages, and target languages. This paper aims
to develop a system that will take parameters like
the MMLM model, task name, pivot languages,
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and the number of data points used for fine-tuning
to predict the model’s performance for the task
on a particular target language. We develop two
different systems. The first is for models fine-tuned
on specific pivot languages and then tested on the
same target languages. The second system is for
models fine-tuned on a set of pivot languages and
tested on surprise languages that were not part of
the aforementioned set of pivot languages.

2 Related Work

Previously researchers have explored predicting
the performance of machine learning models from
unlabeled data by utilizing underlying information
about data distribution (Domhan et al., 2015) or
by measuring (dis)agreements between multiple
classifiers (Platanios et al., 2014).

As the NLP Models are getting computationally
complex to train, researchers have been interested
in predicting the performance of NLP models with-
out actually training them. Xia et al. (2020) have
used ten different language features to train a XG-
Boost regressor. They compare the model’s per-
formance with predictions made by human experts.
Dolicki and Spanakis (2021) leverage various syn-
tactic features to implement a zero-shot perfor-
mance predictor. Ahuja et al. (2022) demonstrate a
single-task and multi-task performance prediction
and discuss the significance of various linguistic
features. Srinivasan et al. (2022) have developed
LITMUS, a tool for prediction and labeling plan
generation. We use LITMUS as a baseline for eval-
uating the performance of our system. We build
upon all these past works by utilizing the syntactic
features and tree-based models that have produced
good results in the past and implement them on
different configurations of data.

3 Dataset Description

The dataset consists of performance measures of
XMLR and TULRv6Large, which are finetuned on
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Figure 1: Data distribution of train data.

a specific set of languages (pivot languages) for
four different tasks: XNLI (Conneau et al., 2018),
WikiANN (Pan et al., 2017), UDPOS, and TyDIQA
(Clark et al., 2020)). The dataset has 880 data
points with distribution as shown in figure 1. Each
data point has the model’s training configuration,
including the model name, task name, pivot lan-
guages, and evaluation results on specific target
languages. The training configuration also contains
the data used in each pivot language to finetune the
MMLM. The evaluation results consist of the per-
formance of the corresponding model on a set of
languages. Instead of training a new regressor for
every model-task pair, we observed that combining
the data helps the prediction model gain better in-
sights. Our four data combination techniques are
described as follows:

• Multi Output Dataset: The total number
of unique languages across all the individ-
ual datasets is 40. In order to combine the
individual task-model pair-wise datasets, we
create 40 columns each for training configu-
ration and evaluation results (one column for
each language). A zero in a pivot language
column indicates the absence of that language
while finetuning. We use this dataset to train
a multi-output regressor.

• Single Output Dataset: We create a new row
for each new evaluation language and provide
the target language as an extra feature. We
then use this dataset to train a single-output
regressor.

• Single Output Dataset with Language fea-
tures: We create an additional dataset by
adding a few language features to it. We ob-
tain the pair-wise genetic, syntactic, phonetic,
geographic, inventory, and featural distances

Model Dataset Name MAE RMSE
XG-Boost Multiouput 0.007 0.030

Single output 0.015 0.052
Single output feats 0.012 0.041

Cat-Boost Multiouput 0.017 0.035
Single output 0.012 0.034
Single output feats 0.008 0.017

Litmus Non-surprise 0.018 0.054

Table 1: Results for non-surprise data.

Model Dataset Name MAE RMSE
XG-Boost Surprise 0.093 0.128
Cat-Boost Surprise 0.082 0.109
Litmus Surprise 0.088 0.122

Table 2: Results for surprise data.

between target and pivot languages and uti-
lize them as features for the model. These
distances are calculated using the URIEL ty-
pological database. (Littell et al., 2017).

• Surprise Dataset: To predict the performance
of MMLMs on surprise languages, we calcu-
late the pair-wise syntactic, phonetic, featural,
inventory, genetic, and geographic distances
and the subword overlap between the target
surprise language and the pivot languages.
The target surprise language is also taken as a
feature, but we encode the surprise languages
with integers that are not present in label en-
codings of the pivot languages.

4 System Description

To get the relationship between different languages,
we use different parameters used by Lin et al.
(2019) like syntactic, phonetic, featural, inventory,
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Figure 2: System Design.

genetic and geographic distances, and subword
overlap.

• Syntactic Distance: The cosine distance be-
tween the feature vectors derived from the
syntactic structures of the languages.

• Genetic Distance: The genealogical distance
of the languages.

• Geographic Distance: The orthodromic dis-
tance between the languages, divided by the
antipodal distance.

• Inventory Distance: The cosine distance be-
tween the phonological feature vectors de-
rived from the PHOIBLE database.

• Phonological Distance: The cosine dis-
tance between the phonological feature vec-
tors derived from the WALS and Ethnologue
databases.

• Featural Distance: Cosine of all distances
mentioned above.

• Subword Overlap: Percentage of common
tokens in both languages

We have made two separate systems for perfor-
mance prediction. The first one is for predicting
the performance of the MMLMs on known lan-
guages, as shown in Figure 2. The second one is to
for predicting the performance of the MMLM on
surprise languages.

4.1 Non-Surprise system

We use the three datasets mentioned in section 3 to
predict the performance metric of an MMLM on a
target language.

4.1.1 Multi Output Model

The dataset has 42 features, 40 denoting the number
of data points of the pivot languages, one feature
for the model name, and one for the task name. Our
targets are the evaluation scores of 40 target lan-
guages. We train different regression models like
CatBoost (Prokhorenkova et al., 2018), XGBoost
(Chen and Guestrin, 2016) and SVM as multi-target
regression models on this data.

4.1.2 Single Output Model

The dataset has 43 features, 40 denoting the number
of data points of the pivot languages, one feature
for the model name, one for the task name, and one
representing the target language. Our target is the
evaluation score of an individual target language.
This dataset is used to train XGBoost, CatBoost,
and SVM regressors.

4.1.3 Single output with features model

The dataset has 283 features, 40 for the data size
of each pivot language used for fine-tuning, and
240 are the pair-wise syntactic, phonetic, genetic,
geographic, inventory, and featural distances of the
target with the pivot language. The rest of the fea-
tures are the model name, task name, and the name
of the target language. We train the aforementioned
three regressors on this dataset.
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4.2 Surprise system

We use the Surprise dataset to train this system. As
mentioned above in section 3, this dataset consists
of the syntactic, phonetic, featural, inventory, ge-
netic, and geographic distances and the subword
overlap of the surprise languages with the pivot
languages. The final training data consists of 563
features. 70 features are pivot languages, 490 are
the 7 distance parameters of each of the 70 lan-
guages with the target surprise language, and the
remaining three are for the model name, task name,
and target language name. We train CatBoost with
a maximum tree depth of 7 and a learning rate of
0.3. For XGBoost, we obtained the best results
using the default parameters.

5 Experiments and Results

Our Training setup was pretty straightforward.
Some of the observations we made during our ex-
tensive experimentation are as follows.

1. Linguistic features improve the perfor-
mance:
We observed that adding the seven linguis-
tic features mentioned in section 4 improves
the score of both the single output regressors.
Adding pairwise linguistic features in multi-
output data sets is not feasible as we need to
add 11,200 new columns.

2. Tree based models perform better:
We tried various regression models such as
Logistic Regression, SVM, Multi-Layer Per-
ceptron, Polynomial Regression, Lasso Re-
gression, XGBoost, and CatBoost. We ob-
serve that XG-Boost and Cat-Boost are the
top-performing models. We speculate this be-
cause tree-based machine learning models are
good at handling complex, non-linear relation-
ships.

3. Target language: anonymous vs labeled:
When trained on a single output dataset, if
we remove the labels of the target language,
we observe a consistent but slight reduction
in performance. This shows that the model
makes informed choices based on the target
language.

4. Dataset: individual vs combined:
The model trained on the combined dataset
produces better results than training individual

models for Task-model pairs. This indicates
that the insights gained by a model on a task
are transferable.

5. Features: PCA and Feature Elimination:
Performing Principal Component Analysis
(PCA) on the extracted features reduces the
performance of the models. This indicates
that some important features are lost during
the decomposition process. Feature elimina-
tion does not improve the model performance
either.

6. Eliminating individual language features:
We retrain each model by eliminating one syn-
tactic feature and evaluate its performance.
We find that eliminating any feature gives a
lower overall score than we get by utilizing all
the features. We also find that the importance
of each feature from most important to least
important is as follows:
1. phonological distance
2. inventory distance
3. featural distance
4. genetic distance
5. syntactic distance
6. geographic distance

6 Conclusion

In this paper, we have developed two approaches
for the performance prediction of Massively Multi-
lingual Models. One is for known languages, and
another is for unknown or surprise languages. We
have performed feature engineering on the data
using different methods and tested different regres-
sion models on these features. For the non-surprise
system, CatBoost gave the best performance on the
single-output dataset with language features. On
the surprise system, too, CatBoost outperformed
all the other models. Both systems were able to
outperform the LITMUS model. The system’s per-
formance can be further improved if more data is
available for certain tasks like TyDiQA and XNLI.
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