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Abstract
We propose adversarial methods for increas-
ing the robustness of disease mention detec-
tion on social media. Our method applies ad-
versarial data augmentation on the input and
the embedding spaces to the English BioBERT
model. We evaluate our method in the SocialD-
isNER challenge at SMM4H’22 on an anno-
tated dataset of disease mentions in Spanish
tweets. We find that both methods outperform
a heuristic vocabulary-based baseline by a large
margin. Additionally, utilizing the English
BioBERT model shows a strong performance
and outperforms the data augmentation meth-
ods even when applied to the Spanish dataset,
which has a large amount of data, while aug-
mentation methods show a significant advan-
tage in a low-data setting.

1 Motivation

Social media are a rich source of discussion
about diseases in various contexts, including newly
emerging cases, experienced symptoms, drug ef-
fects, or social consequences. Such content can be
used to make more informed decisions regarding
the societal perception of these diseases, as well as
to augment existing medical knowledge.

Recently, pre-trained models such as BERT
(Devlin et al., 2019) in the general domain and
BioBERT (Lee et al., 2020) in the medical domain
have become the go-to solutions for semantic an-
notation tasks, including previously held similar
shared tasks (Klein et al., 2020; Magge et al., 2021).
However, most participants have opted for a model
trained on the same language (Spanish) as the task
language Magge et al. (2021); Fidalgo et al. (2021);
Canete et al. (2020); Ruas et al. (2021). Our re-
search questions in this work are: (1) Can we use a
domain-specific model pre-trained in one language
(English) to produce reasonable performance in
another? (2) Can we still further improve the ro-
bustness of such pre-trained models with methods
effective on small datasets?

To address these questions, we explore the ef-
fects of adversarial and augmentation techniques,
namely adversarial training (Goodfellow et al.,
2014) and AEDA (Karimi et al., 2021b), on the
pre-trained English BioBERT model for detecting
disease mentions in Spanish tweets.

2 System Description

Our system is an ensemble of BioBERT, a bag-of-
words model, improved BERT model, and adver-
sarial data augmentation techniques:
BioBERT (Lee et al., 2020) is a BERT-based (De-
vlin et al., 2019) model with the same architec-
ture trained on the general domain (Wikipedia and
Book Corpus) and the medical domain (PubMed
abstracts and PMC full-text articles).
BoW (Karimi et al., 2021c) or Bag-of-Words
model creates a dictionary from the training words
and calculates a ratio of their occurrences as a dis-
ease word. Based on this ratio (0.7 in our work),
words in the test set are labeled as diseases. This is
a fast and strong baseline.
Adversarial Training (AT) (Miyato et al., 2016;
Karimi et al., 2021a) is a method which creates
adversarial examples in the embedding space and
uses them in the training process in order to make
a neural network model more robust to small per-
turbations.
PSUM (Karimi et al., 2020) or parallel aggregation
is a module that is added on top of the BERT model
to improve its performance. It applies an extra
BERT layer to the last four layers of the BioBERT
model and aggregates the losses.
AEDA (Karimi et al., 2021b) is an adversarial data
augmentation technique which inserts punctuation
marks into a sentence randomly creating more data
for training.

In addition to each individual method above, we
also pair BioBERT, adversarial training, and PSUM
models with the AEDA data augmentation tech-
nique. We acquire our final results by combining
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labels produced for each token in the sequence us-
ing majority voting.

3 Dataset Statistics

The dataset was provided as part of the shared task
of detecting disease mentions (Task 10) at the So-
cial Media Mining for Health 2022 (SMM4H’22)
(Gasco et al., 2022). The initial 5K tweets were
later expanded by the organizers to make a 90K
training set. The dev and test sets contained
2.5K and 23.5K tweets. Covid19 was by far the
most discussed disease. The 10 most frequent
disease words include covid (13478), covid19
(11661), cáncer (7705), covid-19 (7394), ansiedad
(4921), diabetes (4253), discapacidad (3284), en-
fermedades (2567), enfermedad (2455), and depre-
sión (2229).

4 Results

Table 1 summarizes our results. In order for our
models to handle the labels, we convert them from
the character span format into the BIO notation
(with only two labels of B and O) and back.We re-
port the performance of the models both on the BIO
formatted data and the converted span match for-
mat, as this conversion process caused performance
loss in our predictions due to multiple spacing, ex-
tra punctuation marks etc.

As can be seen, English BioBERT achieves the
best recall. Our qualitative analysis indicates that
there are already many similar words in English
and Spanish in the medical entities domain. In
addition, the large amount of Spanish data used
for fine-tuning injects a sufficient amount of extra
Spanish knowledge into the model. BioBERT also
outperforms the data augmentation methods since
the 90k training set seems to be large enough to
neglect the augmentation benefits. However, these
models seem to be more promising in low-data
regimes as we can see from Table 2. While they
improve the models marginally with 1000 training
samples, they show significant improvements (up
to nearly 10 percent) when we consider 100 tweets
for training.

5 Error Analysis

A confusion matrix of the two classes indicates that
the number of false positives was almost triple that
of false negatives (549 vs. 192). Examining the
top misclassified tokens (Table 3), we can see that
the top false positives are not disease mentions, but

BIO Spans
Model P R F1 P R F1

BioBERT 96.4 92.0 94.7 90.7 80.2 85.1
PSUM 96.8 91.4 94.0 90.8 79.9 85.0
AT 96.8 91.5 94.1 91.2 80.2 85.4
AEDA 96.7 91.0 93.8 90.8 79.9 85.0
PSUM+AEDA 97.0 91.2 94.0 91.1 79.9 85.1
AT+AEDA 96.9 91.1 93.9 90.8 79.5 84.8
BoW - - - 76.8 57.3 65.6

Voting - - - 91.4 80.1 85.4

Table 1: Performance on the dev set in BIO format and
matching spans

100 1000
Model P R F1 P R F1

BioBERT 61.1 73.6 66.8 86.3 89.4 87.8
PSUM 74.9 68.7 71.7 87.4 88.4 87.9
AT 62.9 72.2 67.2 86.8 89.2 88.0
AEDA 74.3 77.5 75.8 86.3 89.4 87.8
PSUM+AEDA 76.2 76.3 76.2 87.4 88.4 87.9
AT+AEDA 70.8 78.3 74.4 86.8 89.2 88.0

Table 2: Performance on the dev set in BIO format with
100 and 1000 training tweets

rather prepositions that were part of the (wrongly)
annotated disease spans in the training data.

Word de la # en y
Error frequency 41 27 25 17 13

Table 3: Top 5 errors

6 Conclusion

We introduced and successfully evaluated adver-
sarial and augmentation strategies, which proved
to be significantly influential in a low-data regime,
to be combined with the BioBERT model in order
to address the problem of detecting disease men-
tions in Spanish tweets. We also showed that the
English BioBERT can have a strong performance
on the same dataset; this behavior can be attributed
to the dataset domain (medical entities), where the
two languages share many similar words. We be-
lieve that this can be applied to other languages as
well, as long as there are some similarities between
them.
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