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Abstract

This paper describes the participation of the
University of Hildesheim at the SemEval task
5. The task deals with Multimedia Auto-
matic Misogyny Identification (MAMI). Hate-
ful memes need to be detected within a data
collection. For this task, we implemented six
models for text and image analysis and tested
the effectiveness of their combinations. A fu-
sion system implements a multi-modal trans-
former to integrate the embeddings of these
models. The best performing models included
BERT for the text of the meme, manually de-
rived associations for words in the memes and
a Faster R-CNN network for the image. We
evaluated the performance of our approach
also with the data of the Facebook Hateful
Memes challenge in order to analyze the gen-
eralisation capabilities of the approach.

1 Introduction

Hate in Social Media continues to be a societal
problem. The identification of problematic content
based on text has made progress, but the perfor-
mance is still not satisfying (MacAvaney et al.,
2019; Modha et al., 2020b). Visual content and
multi-modal construction on semantics is a reality
in social media today (Dancygier and Vandelanotte,
2017). Systems for realistic scenarios in social me-
dia platforms (e.g. (Modha et al., 2020a) require
image processing (Sai et al., 2022).

The Multimedia Automatic Misogyny Identifi-
cation (MAMI) Challenge (SemEval-2022 task 5)
is addressing this problem (Fersini et al., 2022).
MAMI provides a testbed for algorithms which are
capable of processing text and image of memes
in one system. The experiments described in this
paper measure the effectiveness of different models
and their combination into a fusion system. We
implemented a basic text classifier based on BERT
and an image processing system based on the Faster
R-CNN network. In addition, the generalization

capabilities between collections are tested. We con-
ducted the experiments with the MAMI dataset as
well as with the dataset provided by the Facebook
Memes Challenge (Kiela et al., 2021).

2 Previous Work

The detection of Hate Speech can be considered
part of Natural Language Processing. Current re-
search is driven by benchmark data and deep learn-
ing algorithms have shown to provide best perfor-
mance.

Data sets such as Offensive Language Detec-
tion in Spanish Variants (MeOffendEs@IberLEF
2021) (Plaza-del Arco et al., 2021) and DEtection
of TOXicity in comments In Spanish (DETOXIS)
(Gonzalo et al., 2021) focus on general concepts
of offensive content while other data sets are ded-
icated to more specific topics than general offen-
sive content. The SemEval 2019 Task-5 (Basile
et al., 2019) focused on the detection of hate speech
against immigrants and women in Spanish and En-
glish messages extracted from Twitter. Besides the
main binary task to detect hate speech, there was
a fine grained task to further classify into aggres-
sive attitude and the target harassed, to distinguish
whether a message contains incitement against an
individual rather than a group. The best perform-
ing system (Indurthi et al., 2019) trained a SVM
model with a RBF kernel using Google’s Universal
Sentence Encoder (Cer et al., 2018) as features.

The shared task HASOC (Modha et al., 2019)
created a large multilingual dataset for hate Speech
identification. The first HASOC track focused on
the identification of Hate Speech in Indo-European
languages (Hindi, English and German). HASOC
introduced a binary classification into problematic
content and other content.

While most data sets include English data, sev-
eral recent shared tasks have created new collec-
tions for other languages such as Greek (Pitenis
et al., 2020) and Turkish (Çöltekin, 2020). Spe-
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cific forms of Hate Speech based on the targeted
groups have also been analyzed automatically. For
this work, the detection of misogyny is especially
relevant. In the Automatic Misogyny Identifica-
tion (AMI) task at Evalita, a Twitter collection
of misogynous messages was assembled. Over-
all, 10.000 tweets were available and classified into
misogynous and non-misogynous tweets. They
were also further analyzed into more fine-grained
classes(Fersini et al., 2018). The second edition
of the Automatic Misogyny Identification (AMI)
task in 2020 followed up on binary classification.
It also included the prediction of aggressiveness
as a binary concept for the misogynous tweets and
provided a subtask for the analysis of bias in the
models (Fersini et al., 2020). Multi-modal process-
ing of text and image simultaneously has made
great progress recently. There are approaches for
late fusion which first analyze image and text and
combine the representations. Early fusion systems
process both text and image in parallel in order to
benefit from the dependencies. Systems like Im-
ageBERT (Qi et al., 2020) and Uniter (Chen et al.,
2020) have achieved promising results. Uniter re-
lates text and image parts to one another and tries
to capture their interaction.

3 Multimedia Datasets

The data for the SemEval-2022 task 5 (Multime-
dia Automatic Misogyny Identification, MAMI)
is described in the overview paper (Fersini et al.,
2022). The system presented here is aiming at a
binary classification. It did not use the fine-grained
classification on kinds of misogyny. In addition
and in order to observe how well the multimodal
system generalizes over similar datasets from simi-
lar tasks, we also processed the Facebook Hateful
Meme Challenge (HM) dataset (Kiela et al., 2021).
This dataset provides examples for hateful memes
in general and includes also other kinds of problem-
atic content than misogyny. However, because the
tasks are related a system might also work across
these two datasets. Table 1 gives an overview over
the two sets. Another multimodal dataset is avail-
able for English. Some 700 memes related to the
presidential election in the USA in 2016 were col-
lected and annotated (Suryawanshi et al., 2020).

4 System Description

Our system includes six single models. They were
all tested as classifiers and we explored several

Figure 1: Transformer encoding of meme texts

Figure 2: Examples for associations from the knowl-
edge graph

combinations in the experiments.

4.1 Text classification with BERT

The first system is processing the text sequence
associated with the meme (Devlin et al., 2019). We
used the the model bert-base-uncased 1. It creates
a transformer based presentation of the text. The
principle of BERT is illustrated in Figure 1.

4.2 Associations from Text

The association system includes semantic knowl-
edge to enrich the representation. The assumption
is that memes might often use words in another
meaning than the obvious one. Looking for associ-
ations could help to enrich the representation. The
associations might also be misleading. The associ-
ations were manually assembled into a knowledge
graph. They were extracted after looking at many
of the examples from the dataset and observing the
intended meaning of many tweets.

For all words in the text sequence, the system
looks for associated words in the knowledge graph.
For example, the token Obama is related to demo-
crat and to illegal (see figure 2). These relations
represent world knowledge and prejudice which
can be helpful for understanding the memes. A
similar approach to incorporate knowledge graphs
in classification systems has been taken by Liu et.
al. (Liu et al., 2020). The approach is illustrated in
Figure 3.

1https://huggingface.co/bert-base-uncased
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Feature HM MAMI
Number of memes 9.000 10.000
Number of hateful memes 3.300 5.000
Characters per text meme 62 101
Recognized objects per meme 2 2
Memes with recognized objects 7856 7777
Recognized associations per meme 2 2
Memes with recognized associations 3968 5419

Table 1: Dataset Statistics

Figure 3: Graph encoding

The tokens for the associations are extracted
from the BERT model and given the position en-
coding of the word from the original text. All as-
sociations found are used. If more associations are
found than the sequence length, then the last ones
are cut off.

4.3 Sentiment Analysis in Text

In the approach presented here, sentiment analysis
is used on the text of the meme. The rationale is
that highly emotional texts could indicate a ten-
dency toward hatefulness. Overall, six values are
collected. The system VADER suggested by Hutto
2 is used to obtain the first two values for the overall
sentiment and intensity (Hutto and Gilbert, 2014).
The third and fourth value record the maximum and
minimum values for sentiment for all tokens. The
method of Loria 3 was used to obtain a measure of
subjectivity and of sentiment.

2https://github.com/cjhutto/vaderSentiment
3https://textblob.readthedocs.io/

Figure 4: Object Detection for one meme

4.4 Faster R-CNN-Network

The first visual feature classifier is built with an
object recognition system. It uses a Faster R-CNN-
Network (Ren et al., 2017) as available online 4.
This system identifies interesting regions which
contain much information. The visual features of
these regions and their location embedding are fed
into a ResNet system. Only the N most likely ob-
jects are used. Layer normalization is applied to
obtain a final embedding. An example for a result
of the object recognition for the dataset is given in
figure 4.

4.5 Tile Approach for Image Analysis

A tile approach is splitting the image into 196 rect-
angular tiles of equal size. These are tiles are an-
alyzed by CNNs and processed as suggested by
(Dosovitskiy et al., 2021) and (Lin et al., 2021).
The resulting feature vector is associated with a

4https://pytorch.org/vision/stable/models.html,
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number indicating the position of the tile.
The ResNet architecture is used to obtain an em-

bedding of the entire image. The output embedding
is split in two parts of the same size which are used
for further processing (Huang et al., 2020).

5 Experiments

For combining the single classifiers, they are fed
into a fusion system. For that processing step, a
transformer is used. After a layer normalization
(Ba et al., 2016), all embedding values are con-
catenated and fed into a transformer. A sigmoid
function is used for the final prediction. First, the
models were tested individually. Then, combina-
tions were tested. For finding the optimal fusion
of the classifiers above, we applied Sequential For-
ward Selection (SFS) and Sequential Backward
Elimination (SBE). For all experiments, the models
were fully trained. Learning rates were adapted for
each underlying model so that models converging
faster did not overfit. Models with larger embed-
dings were assigned a higher dropout in the fusion
system.

For SFS, all systems were tested individually
first and the best system is used as the first com-
ponent of the combined system. Afterwards, SFS
iteratively adds further components. In each itera-
tion, the current version of the combined system is
extended by each individual system that is not part
of the combined system yet. The combination that
leads to the best improvement is taken as the new
best combination. SFS converges, when no further
improvement can be accomplished. SBE works
similar to SFS but starts with a combination of all
systems and iteratively detaches individual systems
from the combined system. The submitted result
was assigned the team name milan_kalkenings.

6 Results and Discussion

The main results refer to the training on the two
datasets. Furthermore, we used the two datasets
for training and testing respectively. These cross-
dataset experiments are reported in the subsequent
section.

6.1 Experiments within Datasets

First, the classification by each system individually
was tested. As Table 2 shows, the best performance
was given by the text classification system. It was
followed by the associations system which is an-
other system based on text analysis.

System AUC-ROC
Text 0.6617
Sentiment 0.5706
Associations 0.6588
Image 0.5958
Tiles 0.5633
Object detection 0.5607

Table 2: Results for each system

The SFS selection method for the SemEval task
5 (MAMI) led to the following optimal combina-
tion: text, objects and associations (0.8509 AUC-
ROC score). The SFS selection method for HM
led to the following optimal combination: text, sen-
timent, associations and tiles (0.7136 AUC-ROC
score). SBE led to the best performance for MAMI
with the following combination: text, sentiment,
associations and tiles (0.7136 AUC-ROC score).
For HM, SBE gave best performance for this set
of featues: text, associations and objects (0.8556
AUC-ROC score). The fusion led to improved
scores as compared to processing one single modal-
ity. It is obvious, that text based metrics are more
often in the optimal set.

Selection
method

Systems AUC-
ROC

SFS text, object de-
tection and as-
sociations

0.8509

SBE text, sentiment,
associations
and tiles

0.7136

Table 3: Results for fusion systems on the MAMI
dataset

After the optimal fusion of single systems was
determined, we obtained the performance on the
test data. Table 4 reports the experiments for the
optimal combination as well as for late fusion.

The HM dataset includes many benign con-
founders which either modify the text of a meme to

Experiment AUC-ROC Recall Precision
HM 0.7146 0.6134 0.5334
HMlate 0.7069 0.3131 0.6712
MAMI 0.8421 0.8217 0.7261
MAMIlate 0.846 0.8529 0.7321

Table 4: Results of experiments with the two datasets
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change its class or use the text of a hateful meme in
another image. These were introduced to make the
task more challenging (Kiela et al., 2021). Leav-
ing out these duplicates changes the performance
drastically. Leaving out the memes with identical
text increases the performance by some 10%. On
the contrary, leaving out the memes with identical
images decreases the performance by some 20%.
This shows again the impact of the text for this
task.

6.2 Experiments Across Datasets
Across datasets, we first trained a classifier for dis-
tinguishing between the two datasets. That turned
out to be fairly easy for the system (0.94 AUC-
ROC). It seems that there are inherent features in-
serted during data creation which make that distinc-
tion easy for systems. Pretraining with the other
dataset does not lead to a better performance over-
all. Only for the MAMI dataset, a performance
close to the best overall performance was achieved.

7 Conclusion

The experiments have shown that the identification
of hateful memes is still a challenging problem. In
our experiments, text features are the most bene-
ficial ones for the system. The influence of asso-
ciations in particular needs to be further analyzed.
First analysis seems to suggest that the number of
found associations has a correlation with the perfor-
mance for the problematic class. The performance
across the two datasets is not optimal. Further
datasets are needed to analyze the generalization
across different collections. In future work, we in-
tend to analyze the impact of each system for the
fusion in more detail. We also plan to experiment
whether training with a misogyny text dataset can
be beneficial for a multimodal system.
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