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Abstract
This paper provides a comparison of different
deep learning methods for identifying misogy-
nous memes for SemEval-2022 Task 5: Multi-
media Automatic Misogyny Identification. In
this task, we experiment with architectures
in the identification of misogynous content in
memes by making use of text and image-based
information. The different deep learning meth-
ods compared in this paper are: (i) unimodal
image or text models (ii) fusion of unimodal
models (iii) multimodal transformers models
and (iv) transformers further pretrained on a
multimodal task. From our experiments, we
found pretrained multimodal transformer ar-
chitectures to strongly outperform the models
involving fusion of representation from both
the modalities.

1 Introduction

With the social media turning out to be a medium
for propagation of hate speech and other perils,
misogyny and sexism is incident upon women in
explicit and implicit ways. Although memes have
turned out to be a potent mechanism for exchang-
ing humorous messages, they have been turning out
to also be bearers of such malicious content. With
this motivation, the task of Multimedia Automatic
Misogyny Identification (MAMI) (Fersini et al.,
2022) was proposed with two subtasks: (1) deter-
mining whether a meme is misogynous as a binary
classification problem (2) finegrained misogyny
classification into categories of stereotype, sham-
ing, objectification and violence as a multilabel
problem. In our work, we have compared different
deep learning approaches for identifying misogyny
in memes and also further classifying them into
different kinds of misogyny.

We base our experiments on unimodal architec-
tures making use of only either the textual or the
image content in memes. The unimodal archi-
tectures were naturally superseded by their mul-
timodal counterparts, since they made use of both

the modalities in misogyny identification. Among
the multimodal architectures, we initially experi-
mented with simple fusion-based approaches which
involved combining the image and text representa-
tions. These experiments were followed by trying
out multimodal transformer architectures in which
we made use of MMBT (Kiela et al., 2019), ViL-
BERT (Lu et al., 2019) and VisualBERT (Li et al.,
2019). We used these architectures pretrained on
unimodal as well multimodal objectives. We found
VisualBERT and ViLBERT trained using multi-
modal objectives to perform competitively on the
task. In order to further improve the capability of
the models for misogynous content identification,
we tried out further pretraining the models on a
dataset for classifying hateful memes. This strategy
involving a task-adaptive further pretraining stage
turned out to further boost the performance of the
models showing the benefit obtained from larger
datasets for adapting models to a finegrained down-
stream task. Figure 1 shows the training stages of
such an architecture.

Our best model achieved a macro-F1 score of
0.712 for Subtask 1, while the best performing
model for Subtask 2 gave a weighted F1 of 0.706.

2 Related Work

Misogyny detection. Sexism and misogyny has
been a long-studied problem, with (Barreto and
Ellemers, 2005) and (Dardenne et al., 2007) bring-
ing out the differences in explicit (hostile) and
vieled (ambivalent) sexism, with the latter being
observed to be subtly undermining and perilous to
women. With misogynist remarks - a category of
hate speech - being prevalent on social media, the
dataset introduced by (Waseem and Hovy, 2016)
for hate speech detection on tweets includes sexism
as one of the categories in a multiclass problem. In
a dataset introduced specifically for misogyny iden-
tification on tweets, (Anzovino et al., 2018) also
design a taxonomy identifying different manifes-
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Figure 1: Stages of training for the model with best performance on misogyny identification

tations of sexism. Focusing on the differences in
hostile and benevolent sexism, (Jha and Mamidi,
2017) curated a dataset for classifying the misog-
yny content in a tweet between the two categories,
if the tweet is sexist in nature. Apart from detection
of directed hateful content from tweets, there has
been work on identifying categories of sexism from
personal accounts such as (Karlekar and Bansal,
2018). (Parikh et al., 2019) created a dataset hav-
ing 23 labeled categories of sexism from sexism
accounts without maintaining mutual exclusivity in
the categories and proposed a multi-task approach
involving three auxiliary tasks for the multilabel
classification in (Abburi et al., 2020).

Meme classification. The ubiquity of memes
on internet, presence of malicious / hateful content
in memes and the challenges involved in meme
understanding were discussed in (Sharma et al.,
2020). The work presented a new dataset and a
challenge for understanding emotions in memes
which involved subtasks for identifying the sen-
timent, humour category and scale (or intensity)
of the detected class. (Suryawanshi et al., 2020)
introduced a dataset for detection of offensive con-
tent in memes. A larger, challenging dataset was
introduced in (Kiela et al., 2020) by involving ’be-
nign confounders’ to force the multimodal architec-
tures to learn robust representations using both the
modalities. The work also introduces formidable
baselines with multimodally pretrained transformer
encoders. Among the top performing models on
this dataset, (Velioglu and Rose, 2020) perform an
ensemble of multiple trained VisualBERT models,
while ensembling was done in (Muennighoff, 2020)
on a set of five predictions from different trained
models, with the predictions for each model aver-
aged from 3-5 different runs.

3 Task and dataset overview

The task consists of two subtasks:

• Course-grained misogyny identification:
For this task, given a meme, we have to pre-
dict if a meme is misogynous in nature or not.

• Fine-grained misogyny identification:
Given that a meme is misogynous, this task
further identifies the kinds of misogyny
among potential overlapping categories such
as stereotype, shaming, objectification, and
violence.

The dataset for the task was provided by the work-
shop organizers. The training set consisted of
10000 memes, whereas the hidden test consisted
of 1000 memes. Each row in the dataset contained
a unique identifier, the path to the image file for
a corresponding meme, the text in the meme, and
the label values of misogyny, stereotype, shaming,
objectification, and violence.

4 Methodology

In the following section, we discuss our approaches
for misogyny detection. We discuss our models in
detail and provide a comparison between the mod-
els. We have explored unimodal models which use
just the text or image as the input. The unimodal
fusion models take the representation of the im-
age part of the textual part separately and combine
them to give the output. We have also exploited dif-
ferent pretrained multimodal transformers models.
We have also experimented with how to further pre-
training of these multimodal transformers models
affect the quality of the predictions.

4.1 Unimodal models
For unimodal models, we experimented with the
following models:

• Image-Grid: This is a unimodal image-based
classifier that uses convolutional features with
average pooling from ResNet-152 (He et al.,
2016) architecture.
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Setting Subtask 1 (Macro F1-
Score)

Subtask 2 (Weighted
F1-Score)

Unimodal-Image-Grid 0.601 0.557
Unimodal-Image-Region 0.606 0.582
Unimodal-Text-BERT 0.621 0.590
Unimodal-Text-RoBERTa 0.619 0.585
Concat-BERT 0.648 0.611
Late-Fusion 0.626 0.608
MMBT-Grid 0.651 0.625
MMBT-Region 0.657 0.642
VilBERT 0.687 0.671
VisualBERT 0.684 0.679
VilBERT CC 0.693 0.683
VisualBERT COCO 0.685 0.689
VilBERT HM 0.712 0.698
Visual BERT HM 0.706 0.702

Table 1: Results on the testing split for each subtask. Task 1 refers to course-grained identification of misogyny and
task 2 refers to the fine-grained identification ofthe types of misogyny.

• Image-Region In this unimodal image-based
classifier, features from Faster-RCNN (Ren
et al., 2015) with ResNeXt-152 (Xie et al.,
2016) are used as the backbone network and
are pretrained on the Visual Genome dataset
(Krishna et al., 2017).

• Text BERT: This unimodal text-based ap-
proach uses BERT embeddings (Devlin et al.,
2018) on the text given as part of the dataset.

• Text RoBERTa: Similar to the previous
model but it used RoBERTa embeddings (Liu
et al., 2019) instead of BERT.

4.2 Unimodal fusions

After taking unimodal representations, we have
used the following techniques to fuse the repre-
sentations to get the final representations before
passing to the classifier:

• Concat-BERT: In this multimodal approach,
an earlier fusion of the output of the uni-
modal ResNet-152 and BERT embeddings is
performed by concatenation, and an MLP is
trained for classification.

• Late Fusion: This is a simple multimodal ap-
proach where the output of ResNet-152 as in
Image-Grid and BERT-based models is taken
unimodally, and their mean is taken as the
final model representation.

4.3 Multimodal transformers
For more advanced models, we have used the fol-
lowing multimodal transformers models:

• MMBT-Grid: MMBT (Kiela et al., 2019)
is a multimodal supervised bitransformer ar-
chitecture consisting of individual unimodally
pretrained components trained to map multi-
modal image embeddings to text token space.
MMBT-Grid uses features from ResNet-152
for image embeddings.

• MMBT-Region: In this approach, the MMBT
transformer uses features from Faster-RCNN
as in Image-Region for image embeddings.

• ViLBERT: ViLBERT (Lu et al., 2019) is a
dual-stream multimodal transformer architec-
ture. Here, the VilBERT model without any
multimodal pretraining is used. It has BERT
initializations for the text stream and uses
Faster-RCNN pretrained on Visual Genome
dataset to extract image region features.

• Visual BERT: Visual BERT (Li et al., 2019)
is a multimodal single stream transformer
architecture in which the text and image
inputs are jointly processed by a stack of
BERT-based transformer layers. It uses Faster
RCNN for extracting image features.

4.4 Further pretrained models
From the models mentioned in the previous sub-
section, we have seen VilBERT and VisualBERT
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perform the best. We move forward with these
models to further pretrain them on relevant datasets
in a multimodal setting.

• ViLBERT CC: ViLBERT architecture used
here is pretrained multimodally on the Con-
ceptual Captions (CC) dataset (Sharma et al.,
2018) using two pretraining tasks - masked
multi-modal modelling (masking 15% of text
and image region inputs and reconstructing
them with unmasked inputs) and multi-modal
alignment prediction (given a pair of image
and text, determine if the text describes the
image).

• Visual BERT COCO: Visual BERT architec-
ture is pretrained multimodally on the Com-
mon Objects in Context (COCO) dataset (Lin
et al., 2014). The two tasks the model is pre-
trained on are masked language modeling with
an image (some part of the text is masked and
is to be predicted using image regions and un-
masked text) and sentence-image prediction
(given two captions for an image, while one
of them is the proper caption for the image,
determine if the same holds for the remaining
caption as well).

• VilBERT HM: For this architecture, we have
pretrained the VilBERT architecture on the
Hateful Memes dataset (Kiela et al., 2021)
with the hypothesis that it will provide better
representations given that it has been trained
on memes that are hateful in nature. It has
been pretrained on masked multi-modal mod-
eling and a new task of meme-caption predic-
tion(where given the image of the meme, the
task is to choose the correct text from a given
set of options).

• Visual BERT HM: Similar to the previous
architecture, we have pretrained the Visual
BERT model on the Hateful Memes dataset
on masked multi-modal modeling task and
meme caption prediction.

4.5 Final Setup
After the representation is obtained from any mod-
els above, it is passed through a multilayer percep-
tron classifier to predict the final label. For the
second subtask, we used a hierarchical level mod-
eling where the model would predict at first if a
meme is misogynous or not, and if it is misogynous,
it will perform further fine-grained classification.

4.6 Experimental details
We have used the pretrained models from the MMF
framework (Singh et al., 2020) by Facebook AI
Research for all of our experiments. We used an
80-20 split to split the dataset into training and val-
idation datasets with a random seed of 42 using
sklearn’s (Pedregosa et al., 2011) train_test_split
functionality. For the hyperparameters, we have
used the default hyperparameters of MMF. For sub-
task 1, we have reported macro F1 score and for
subtask 2, we have reported weighted F1.

5 Results

Table 1 contains all the results of our experiment.
It can be noted that we mostly used the default hy-
perparameters from the MMF framework and did
not perform rigorous hyperparameter tuning for our
experiments, so the model performances still be im-
proved with the search for optimal hyperparameters
using cross-validation. We analyze the results of
the approaches tried for each subtask. Among the
baselines, we saw the unimodal-text models per-
form better for both the subtasks than the unimodal-
image models. Among the unimodal-text models,
BERT performed better than RoBERTa. The fu-
sion models performed a bit better than the uni-
modal models for both the subtasks, with BERT
Concatenation performing significantly better than
late fusion in the first subtask. The multimodal
transformers models give a performance increase
over the fusion models, with VilBERT performing
the best for Subtask 1 and VisualBERT giving the
best performance for the second subtask. Among
the multimodal transformer architectures, the ones
pretrained with multimodal objectives turned out
to be better in performance than those trained us-
ing unimodal objectives. Given that VisualBERT
and VilBERT performed the best, we further pre-
trained them in a multimodal task-adaptive set-
ting. VilBERT pretrained on the HatefulMemes
dataset gave the best results for the first subtask,
whereas VisualBERT pretrained on the Hateful-
Memes dataset was our best model for the second
subtask.

6 Conclusion

In our worked, we have provided a compara-
tive analysis of architectures for solving the task
of misogyny identification. Although our best-
performing model did achieve a substantial im-
provement over the baselines, the scores still in-
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dicate scope for further improvement. This also
brings forth the challenging nature of the task in
itself. Furthermore, using ensemble models like
Vilio (Muennighoff, 2020) can result in better-
performing models which can be tried out in future
scope.
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