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Abstract

We present our submission to SemEval 2022
Task 5 on Multimedia Automatic Misogyny
Identification. We address the two tasks:
Task A consists of identifying whether a meme
is misogynous. If so, Task B attempts to iden-
tify its kind among shaming, stereotyping, ob-
jectification, and violence. Our approach com-
bines a BERT Transformer with CLIP for the
textual and visual representations. Both textual
and visual encoders are fused in an early-fusion
fashion through a Multimodal Bidirectional
Transformer with unimodally pretrained com-
ponents. Our official submissions obtain macro-
averaged F1=0.727 in Task A (4th position out
of 69 participants) and weighted F1=0.710 in
Task B (4th position out of 42 participants).

1 Introduction

Evolving from the two previous editions of
the Automatic Misogyny Identification initia-
tives (Fersini et al., 2018, 2020), the Multimedia
Automatic Misogyny Identification shared task at
SemEval 2022 (MAMI) targets multimodal data for
the first time. Within MAMI, Fersini et al. (2022)
propose two classification tasks:

Task A A basic task about misogynous meme
identification, where a meme should be cate-
gorized either as misogynous or not.

Task B An advanced task, where the type of
misogyny should be recognized among po-
tentially overlapping categories: stereotyping,
shaming, objectification and violence.

The increasing volume of meme posts on social
media renders the development of models able to
identify malicious instances timely. The task is
more challenging than when dealing with text alone
because, in general, both the textual and the visual

channels play an indivisible role in conveying the
desired message.1

We build upon our previous experience in iden-
tifying misogyny and aggressiveness in text (Muti
and Barrón-Cedeño, 2020) and approach both mul-
timodal tasks with a supervised multi-modal bi-
transformer model (MMBT) (Kiela et al., 2020a).
We use bert-base-uncased-hatexplain (Mathew
et al., 2020) and bert-base-uncased (Devlin et al.,
2019) for the textual embeddings, and CLIP (Rad-
ford et al., 2021) for the visual ones. We also build
two unimodal baselines to compare against.2

Our experiments aim at understanding if and to
what extent our multimodal model outperforms the
two unimodal ones that address the problem sepa-
rately. Since meme classification is a challenging
task due to its multimodal nature, we shed some
light on which component should weigh more in
the decision process —text or image— by observ-
ing the impact of both modalities in the predictions.

Our official submission for Task A achieved a
macro-averaged F1 score of 0.727, whereas that
for Task B obtained a weighted F1 score of 0.710,
positioning our team in the 4th position in the task,
for both tasks.

In addition, we identify the linguistic and visual
elements which are potentially responsible for the
misclassification. We perform an error analysis to
check whether misclassified memes rely heavily
on external world knowledge and/or are subtle and
implicit, as we believe that those two aspects cause
struggle to the models.

The rest of the paper is structured as follows.
Section 2 provides essential definitions for this task,
such as misogyny and memes. We then move on to
dataset description as well as a summary of related
work. Section 3 describes our models for both tasks.

1This is different from other multimodal scenarios, such as
visual question answering or image captioning, where one of
the two modalities tends to be the dominant one (Zhu, 2020).

2Our model is publicly available at https://github.
com/TinfFoil/Unibo-at-SemEval-2022-MAMI.
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train test
Not Misogynous 5,000 500
Misogynous 5,000 500

Table 1: Class distribution for the binary Task A misog-
ynous or not.

Section 4 describes the experimental setup. Our
results are presented and discussed in Section 5.
Section 6 presents our error analysis. Section 7
concludes with a summary of our findings.

2 Background

2.1 Definitions
Memes are relatable acts of communication made
of visual and textual artifacts, where often an im-
age is superimposed with text with a humorous pur-
pose (MacDonald and Wiens, 2022). To be fully
understood, memes require context and real-world
knowledge. They are often satirical, implying hu-
mour and sarcasm in a subtle way (Sharma and
Pulabaigari, 2020). These factors cause the identifi-
cation of phenomena in them —such as expressions
of misogyny— difficult.

Humour does not always come as harmless fun
and that is the case with misogynous memes. Such
memes contribute to the establishment of a rape
culture (Ridgeway, 2014), where violence and sex-
ual harassment are tolerated, belittled, normalized,
excused and transformed into jokes. Therefore, de-
veloping automatic approaches to tackle misogyny
has both technological and social value.

According to the MAMI guidelines (Fersini
et al., 2022), a meme is misogynous when it con-
veys an offensive, sexist or hateful message (be
it weak or strong, implicitly or explicitly) target-
ing a woman or a group of women. Four kinds of
misogyny are considered for this task:

Shaming occurs when memes insult or offend
women because of their physical aspect.

Stereotyping represents a fixed idea or set of char-
acteristics; physically or ideological.

Objectification represents a woman like an object
through the over-appreciation of her physical
appeal (sexual objectification) or by depicting
her as an object (a human being without any
value as a person).

Violence shows physical or verbal violence toward
women.

train test preds

Shaming 1,274 146 130
Stereotype 2,810 350 379
Objectification 2,202 348 334
Violence 953 153 102
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train test preds

✓ 400 24 32
✓ 1,247 32 152

✓ 992 37 96
✓ 250 19 21

✓ ✓ 286 32 20
✓ ✓ 161 25 40
✓ ✓ 11 2 0

✓ ✓ 412 152 118
✓ ✓ 302 40 31

✓ ✓ 116 38 23
✓ ✓ ✓ 301 45 32
✓ ✓ ✓ 55 3 1
✓ ✓ ✓ 12 5 0

✓ ✓ ✓ 162 36 20
✓ ✓ ✓ ✓ 45 10 5

Total 4,752* 500 591
∗ 248 of the misogynous memes lack type annotation.

Table 2: Number of instances per class for the multi-
label Task B (top). Class distribution (bottom). Column
preds shows the predictions of our best submitted model
(Multi; cf. Section 5).

2.2 Datasets

The datasets are balanced with respect to Task A
(see Table 1). The same instances include the multi-
label annotation for Task B. Table 2 shows the
number of instances for each label combination.

Stereotyping is the most represented class, with
3.2k instances overall, followed by objectification
(2.2k) and shaming (1.2k); violence is the least rep-
resented, with less than 1k. The label overlapping
plays an important role in our results analysis (c.f.,
Section 6). As Table 2 shows, stereotyping and ob-
jectification tend to come together, whereas sham-
ing and violence do not. We will explore whether
our models capture this intersection in Section 6.
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2.3 Related Work

The identification of misogyny in textual form
was explored in the series of shared tasks
on Automatic Misogyny Identification (AMI),
held at IberEval (Anzovino et al., 2018) and
EVALITA (Fersini et al., 2018, 2020). AMI at
IberEval 2018 focused on identifying misogyny
on English and Spanish tweets and on classify-
ing the misogynous tweets into seven categories:
discredit, stereotype, objectification, sexual harass-
ment, threats of violence, dominance, and derailing.
AMI at EVALITA 2018 targeted the analysis of Ital-
ian and English tweets. Task A addressed misogyny
identification as well. Task B aimed at recogniz-
ing whether the target of a misogynous post was a
specific person or women in general, and at classi-
fying the positive instances in the aforementioned
categories. AMI at EVALITA 2020 targeted the de-
tection of misogyny and aggressiveness in Italian
tweets (Task A) and the identification of unintended
bias (Task B).

Multimodality has been explored for the auto-
matic analysis of memes. Sharma and Pulabaigari
(2020) worked in the task of identifying whether
an image is a meme or not. Two recent SemEval
tasks have targeted memes as well. Sharma et al.
(2020) proposed an emotion identification task.
The best performing system consisted of a text-only
approach, a feed-forward neural network (FFNN)
wth word2vec embeddings (Keswani et al., 2020).
Dimitrov et al. (2021) proposed a shared task on
the identification of propaganda techniques. Feng
et al. (2021) approached it with a pre-trained trans-
former using text with visual features. They ex-
tracted grid features using ResNet50 (He et al.,
2016) and salient region features using BUTD (An-
derson et al., 2018). They further used these grid
features to capture the high-level semantic informa-
tion in the images. Moreover, they used salient re-
gion features to describe objects and to caption the
event present in a meme. They built an ensemble of
fine-tuned DeBERTA+ResNet, DeBERTA+BUTD,
and ERNIEVIL (Yu et al., 2021) models.

Multimodal hate speech has attracted the inter-
est of the research community only recently. In
2019, Facebook AI launched the Hateful Memes
Challenge (Kiela et al., 2021b), which consisted in
identifying hate speech in memes: hateful vs not. It
is constructed such that unimodal models struggle
and only multimodal models can succeed: difficult
examples (“benign confounders”) are added to the

dataset to make it hard to rely on unimodal signals.
The most successful approaches used both early
fusion and late fusion (Kiela et al., 2021a), with the
former achieving the best results. Those include
VilBERT (Lu et al., 2019), VisualBERT (Li et al.,
2019), MMF (Singh et al., 2020), MMBT (Kiela
et al., 2020a) and CLIP (Radford et al., 2021). In
late fusion approaches, systems for each modality
are trained independently. The scores produced by
each model are joined during inference to produce
the final prediction (Kiela et al., 2020b).

In early fusion the different modalities are com-
bined at an early stage to learn one single clas-
sification model (Kiela et al., 2020b). The top-
performing model applied optical character recog-
nition to find and remove the text from the input
images in order to improve the quality of object de-
tection, named entity identification and human race
detection, using all these tags as input for different
transformer models (Zhu, 2020).

Although MAMI is the first shared task on
misogyny detection on memes, there has been pre-
liminary work on automatic detection of sexist
memes. Fersini et al. (2019) explored unimodal
and multimodal approaches both with late and early
fusion to understand the contribution of textual and
visual cues on the MEME dataset, a dataset con-
taining 800 sexist and not sexist memes. The sexist
memes were also annotated according to aggres-
siveness and irony. From their work emerged that a
unimodal textual model performs better than image-
based ones. Concerning multimodality, late-fusion
worked better.

3 System Overview

Our approach is based on the multimodal bi-
transformer model (MMBT) (Kiela et al., 2020a).
MMBT fuses image and text embeddings in an
early fashion. MMBT jointly finetunes unimodally
pretrained text and image encoders by projecting
image embeddings to the text token space. Fig-
ure 1 represents the model architecture. MMBT
combines two segments: segment 0 corresponds
to the text, whereas segment 1 corresponds to the
picture. They are fed together to use attention over
both modalities at the same time. Each token is
indexed according to its position from 0 to the max-
imum text length, which we set to 80. Each image
representation is indexed from 0 to 640.

The original MMBT combines BERT (Devlin
et al., 2019) and ResNet (He et al., 2016). We con-
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Figure 1: Representation of the MMBT model architecture combining CLIP and BERT; adapted from (Kiela et al.,
2020a).

sider other models. For the textual embedding we
tried with bert-base-uncased-hatexplain (Mathew
et al., 2020), a version of BERT trained on identi-
fying hate speech. For the image embedding we
used CLIP, since it has outperformed all alterna-
tive models in a large variety of multimodal tasks,
including OCR, action recognition in videos, geo-
localization, and various types of fine-grained ob-
ject classification (Radford et al., 2021). CLIP is
pre-trained on the task of predicting which caption
should be tied together with a given image. In this
way it learns state-of-the-art image representations
from scratch, enabling zero-shot transfer of the
model to downstream tasks.

The two embeddings are fused through MMBT.
For Task A we use the sigmoid activation function
for the output layer and threshold at 0.5 to discrim-
inate between misogynous or not. For Task B we
adopt a binary relevance approach (Zhang et al.,
2017), combining four binary classification models.
The output for each classifier is a sigmoid function
too. We opt for this approach after observing that
treating the classes separately increased the perfor-
mance in a multi-class model predicting misogy-
nous, misogynous-aggressive or none (Muti and
Barrón-Cedeño, 2020). This approach allows us to
predict multiple mutually non-exclusive classes.

We apply a heuristic to refine the multi-label de-
cisions in Task B. All four decisions are turned off
if an instance had not been predicted as misogy-
nous by our Task-A model.

Pre-processing Since CLIP requires square im-
ages, following Neskorozhenyi (2021) we produce
288×288 pixel versions of all memes. The memes
come in different sizes and orientations, hence we
rescale them until the largest side reaches 288 pix-
els respecting the aspect ratio and pad to fill the
empty pixels in the square. Then, we slice the re-
sized images into three equal parts horizontally if
the image orientation is landscape and vertically if
it is portrait to obtain both global and local image
features. We extracted four vectors for each image:
a vector for each part encoding spatial information
and one for the whole image. We used the Pillow
library (Clark, 2015) to perform these operations.

No preprocessing is applied to the text, other
than applying the BertTokenizer (Devlin et al.,
2019).

4 Experimental Setup

We shuffled the training set and take 10% of the
data for development preserving the class distribu-
tion through stratified random sampling (Pedregosa
et al., 2011).

We trained three alternative models to identify
the best possible configuration. Unitxt is a BERT-
based unimodal system that considers the text alone.
Uniimg is a CLIP-based unimodal system that con-
siders the image alone. Multi is a multimodal sys-
tem, fusing BERT and CLIP embeddings through
MMBT.3

3We tried a variation of Unitxt for Task A. We augmented
the training data with the tweets corpus from AMI at Evalita
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model variation macro F1

Multi5 after 5 epochs 0.703
Multi6 after 6 epochs 0.727
Unitxt bert-base-uncased 0.656
Unitxt bert-Hatexplain 0.569
Uniimg with fine tuning 0.703
Uniimg zero-shot 0.417

Table 3: Official macro-averaged F1-measures for our
submissions to Task A.

Hyperparameters For Multi, we tried learning
with different numbers of learning epochs, in range
[3, 6]. The best validation performance was ob-
tained after 5 epochs in Task A in the development
set. We trained over 5 epochs in Task B. For both
Unitxtwe train over 4 epochs. For the Uniimgwe
train over 5 epochs. In all cases we saved the
model only when an increase in the performance
was obtained. Since we also aimed at assessing
how CLIP performs in making zero-shot predic-
tions in this task, we used CLIP without fine-tuning
on the training set, to check whether it could be
effectively used to detect misogyny without prior
annotation. We considered batch sizes of 16 and
32, with the former consistently performing better.
We used a learning rate of 2e-4, the MADGRAD
optimizer (Defazio and Jelassi, 2021), and a binary
cross-entropy loss function.

The results reported in Section 5 are obtained
with a model trained during 5 epochs for Task B
and 6 epochs for Task A with 16 as the batch size.

Evaluation metrics We stick to the official
MAMI evaluation metrics: macro-averaged F1-
measure for the binary Task A and weighted-
averaged F1-measure for the multi-label Task B.

5 Results

In this section we present the results obtained by
our submissions to both Task A and Task B.

5.1 Task A
Table 3 shows the results of our submitted runs for
Task A. The highest score is obtained after train-
ing the multimodal model Multi during 6 epochs:
F1=0.727. Considering the textual information
alone runs short; the highest performance being
obtained when the Unitxt model is trained upon

2018 (Fersini et al., 2018). Since no improvement was ob-
served in the model, the results are neglected.

model masked with weighted F1

Multi Multi5 0.710
Multi Multi6 0.588
Unitxt Unitxt bert-base-uncased 0.660

Table 4: Official weighted F1-measures for our three
submissions to Task B. Column masked with specifies
the model from Task A used to mask the output labels.

a generic BERT: 0.656. As expected, the zero-
shot Uniimgmodel performs the worst, with a per-
formance lower than that of a random model. A
proper fine-tuning of the Uniimg model turns into
the runner-up performance with F1=0.703. The
improvement of the Uniimgover the Unitxtmodel
by five points suggests that the visual information
is captured better than the textual one. The reason
might be that the text is too short and out of context
to be captured effectively by BERT.

5.2 Task B
Table 4 shows the results of our submitted runs for
Task B. In this case, we trained one single Multi
model during 5 epochs. The difference between
the two configurations is in the masking of the
multi-label classification. The most successful mul-
timodal model gets F1=0.710, after masking with
respect to Task A’s Multi5 model. Masking on
the basis of Task A’s Multi6 model causes a per-
formance drop of twelve points. Multi5 predicts
more misogynous instances than Multi6 (678 vs
653). Multi6 blacks out more predictions which are
false positives and hence a potentially correct de-
cision by the multi-label model gets ignored. The
text-alone approach, masked by the corresponding
Task A model, runs short by five points.

In Table 5 we zoom into the performance of our
Task B Multi model for each of the four classes.
The model struggles the most when trying to spot
stereotyping and shaming. This reflects the nature
of misogyny. Stereotyping and shaming tend to be
less explicit, and hence harder to spot —even for
human beings. On the contrary, violence, which
is the most explicit, is more likely to be identi-
fied. Stereotyping is the class that has been over-
predicted the most (cf. Table 2).

6 Qualitative Analysis

In this section we present a qualitative analysis
of the results to further examine the strengths and
weaknesses of our approach.
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prec recall F1

Shaming 0.52 0.46 0.49
Stereotype 0.54 0.58 0.56
Objectification 0.69 0.66 0.67
Violence 0.73 0.48 0.58

Table 5: Per-class performance on the positive class for
model Multi; our best submission to Task B.

Unitxt Uniimg Multi
false positives 0.20 0.23 0.21
false negatives 0.14 0.06 0.06
true positives 0.36 0.44 0.44
true negatives 0.30 0.27 0.29

Table 6: Error analysis across all models for Task A
showing relative frequencies.

6.1 Analysis on Task A

To address the question of which component for
detecting misogyny in multimodal settings is more
important, we looked at the distribution of the kind
of errors made by the different models, as well
as the overlapping instances among the four cate-
gories. Table 6 shows the relative frequencies. The
amount of false negatives is much lower than that
of false positives across all models. Considering a
practical application, false negatives could have a
greater impact as they are the misogynous instances
that could not be detected, and could therefore lead
to harm. On the other hand, blocking instances that
were not misogynous but were classified as such
could be considered censorship.

Table 6 shows the prediction analysis of the best
runs for each modality. Looking at each model in-
dividually, Unitxt has less false positives but more
false negatives than the other two models. Uniimg
has the highest number of false positives, and the
same number of false negatives as the Multi model.
This means that the textual model performs worse
than the others in capturing misogyny, while the
visual one tends to overpredict misogyny more than
the other two models.

Figure 2 shows the intersections and differences
in both false positives and false negatives by the
three models. There are more false positive than
false negative instances across all models, as ob-
served in Table 6. Indeed, the number of common
false positives by all models is almost 4 times as
high as the number of common false negative val-
ues. This indicates that the models tend towards
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(a) False positives.
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(b) False negatives.

Figure 2: Venn diagrams representing the false positive
and false negative errors by the three top Multi, Unitxt
and Uniimg models during the testing stage.

over-predicting misogyny. Taking into account the
differences among the sets, Unitxt accounts for the
fewest false positive instances (Figure 2a), while it
accounts for the most false negative instances (Fig-
ure 2b). Therefore, in this specific multimodal task,
where we can be more lenient with false positives
than false negatives, a textual model does not seem
to be an optimal alternative.

Since the model does not allow for a great inter-
pretability of the results, we performed a manual
inspection of some interesting instances and the
potential reasons behind the errors when classify-
ing them. As Figure 2 shows, 132 instances are
misclassified by all three models: 123 are false pos-
itives and 29 are false negatives. We observe the
following trends after looking at the false negatives:

1. The level of misogyny is low or subjective, as
the meme is not directly referred to women
(e.g., Figure 3a) or misogyny is expressed in a
subtle way (e.g., Figure 3b implies the stereo-
type that women are complicated);

2. Real-world knowledge is required to under-
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(a) Instance 15846.

(b) Instance 16132.

(c) Instance 17028.

(d) Instance 16232.

Figure 3: Instances of Task A false negatives by all three
models

stand the meme (Figure 3c can be better un-
derstood if we know Sarah Jessica Parker and
the Twisted Sister band).

Figure 4: An example of false positive (instance 15094).

Figure 5: An example of meme properly labeled by text
models only (instance 15802).

3. The stance of the text with respect to the im-
age is relevant in order to convey the general
meaning (see Figure 3d);

Among the false positives, memes mostly con-
tain:

1. Compliments, which are often associated to
objectification (e.g. Fig. 4).

2. Images or phrases that often occur in misog-
ynous contents (e.g., women in underwear,
kitchen-related terms).

3. Identity terms (e.g., wife, women, girls), that
tend to co-occur with misogynous contents in
the training set.

We also performed an analysis on memes that
have been correctly classified by only one model.
Among the instances that only the textual model
got right, 11 were true positives and 56 true neg-
atives. True positive cases mostly share a strong
textual component in conveying misogyny, while
the image is either irrelevant, or it is used only to
make the sentence ironic (Fig. 5).

Among instances that only the visual model got
right, both true positives and true negatives are 11.
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Figure 6: An example of benevolent sexism that tends
to confuse the classifier.

Most true positives have a explicit visual compo-
nent. For instance, beaten women and texts justify-
ing an aggression or glorifying violence. Among
instances that only the multimodal model got right,
10 are true positive and 24 true negative. By observ-
ing the true positive instances, contrarily to what
is expected, misogyny is not always conveyed by
the integration of text and image, as in most of the
cases the text is actually dominant.

6.2 Analysis on Task B

We performed a manual inspection focusing on
the errors in predicting stereotyping and observed
a relatively large amount of compliments toward
women, which tend to confuse the classifier. In
particular, false negatives are often caused by the
presence of benevolent sexism (Glick and Fiske,
1997), which shows a subjectively positive attitude
towards women that conceals inferiority compared
to men, and it is often disguised as a compliment.
Figure 6 shows an example.

Now we analyse the label overlaps to determine
if our model captured the intersection of the classes.
We compare our predictions to the gold labels in
Table 2. The size of the intersection between stereo-
type and objectification is in the same order for
gold and predictions: 152 vs 118. The intersection
between cases of shaming and violence is practi-
cally null, which is well reflected in the model (2
vs 0). Less cases of both shaming and stereotyping
than expected are identified (32 vs 20). The same
applies to the combinations stereotyping–violence

(40 vs 31) and objectification–violence (38 vs 23).
The pair shaming–objectification tends to be over-
predicted (25 vs 40).

7 Conclusions

We presented our participation to the Multimedia
Automatic Misogyny Identification shared task. We
addressed two problems: spotting whether a meme
is misogynous and, if it is, what kind of misogyny
it expresses. We compared unimodal models (text
only and image only) with a multimodal model
based on Multimodal bi-Transformers. Our image-
only model performs better than the text-only one,
suggesting that the visual information might be
easier to capture than the textual one. Our mul-
timodal approach performs the best in both tasks.
The errors come from more false positives than
false negatives.

From our error analysis we observed that stereo-
typing and shaming are the most misclassified cat-
egories. This proves that more focus on subtle and
implicit forms of misogyny and sexism is needed.
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