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Abstract

Patronizing and condescending language (PCL)
can find its way into many mediums of public
discourse. Presence of PCL in text can pro-
duce negative effects in the society. The chal-
lenge presented by the task emerges from the
subtleties of PCL and various data dependent
constraints. Hence, developing techniques to
detect PCL in text, before it is propagated is
vital. The aim of this paper is twofold, a) to
present systems that can be used to classify a
text as containing PCL or not, and b) to present
systems that assign the different categories of
PCL present in text. The proposed systems
are primarily rooted in transformer-based pre-
trained language models. Among the models
submitted for Subtask 1, the best F1-Score of
0.5436 was achieved by a deep learning based
ensemble model. This system secured the rank
29 in the official task ranking. For Subtask
2, the best macro-average F1-Score of 0.339
was achieved by an ensemble model combining
transformer-based neural architecture with gra-
dient boosting label-balanced classifiers. This
system secured the rank 21 in the official task
ranking. Among subsequently carried out ex-
periments a variation in architecture of a sys-
tem for Subtask 2 achieved a macro-average
F1-Score of 0.3527.

1 Introduction

The aim of the current task, viz. Patronizing
and Condescending Language Detection (Pérez-
Almendros et al., 2022), is to identify presence of
condescending and patronizing tones in text, par-
ticularly by the media when referring to vulnerable
communities. Preponderance of PCL in news and
different social media texts, often targeted towards
marginalised and under represented communities
is a major social concern these days. It can feed
stereotypes, tilt the scales of superiority towards
a particular community, and fuel discriminatory
behaviour. Thus the task of identifying PCL partic-
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ularly that directed to vulnerable communities is a
crucial task.

The task is based on the English language Don’t
Patronize Me! dataset (Pérez-Almendros et al.,
2020). It consists of two subtasks, binary classi-
fication (Subtask 1) and multi-label classification
(Subtask 2). In Subtask 1, given a paragraph the
aim is to predict whether the paragraph consists
of any form of patronizing and condescending lan-
guage (PCL). In Subtask 2, the aim is to assign each
paragraph a subset of labels which express different
categories of PCL. The major challenges offered in
such tasks emerge from various linguistic aspects,
such as use of cryptic sentences, sarcasms used,
polysemous nature of the English words among oth-
ers. For the present task, further challenge emerges
from the imbalance of dataset as discussed in Sec-
tion 2.

Experiments were conducted with various sys-
tems and the best performing ones for both the
subtasks are discussed in detail. The two systems
that perform best among these, for both the sub-
tasks are ensemble techniques, which employ two
or more classifier models at different stages of the
system.

The paper is organized as follows. The task
background is discussed in Section 2. Sections 3
and 4 discuss the details of the systems and the
experimental setup, respectively. The results from
the systems are given in Section 5. The paper is
concluded in Section 6.

The code for the proposed systems have been
made available at https://github.com/KushagriT/
SemEval2022-TeamLRL_NC

2 Background

As mentioned in Section 1, this task is based
on the Don’t Patronize Me! dataset. The para-
graphs for this dataset have been extracted form the
News on Web (NoW) corpus (https://www.english-
corpora.org/now/), and have been manually anno-
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Label: 1 2 3 4 5 6 7
Neg/Pos 14 52 46 45 52 21 261

Table 1: Label Ratios

tated. The statistics of the subset of data used for
this task are as follows. The Train subset has 8375
samples, Dev subset has 2094 samples, and the
Test set has 3832 samples. The label set considered
for this multi-label classification consists of seven
labels, namely ‘Unbalanced power relations’(1),
‘Shallow solution’(2), ‘Presupposition’(3), ‘Author-
ity voice’(4), ‘Metaphor’(5), ‘Compassion’(6), and
“The poorer, the merrier’ (7). These labels are hence-
forth addressed by their sequence ids as mentioned
above.

The number of negative examples per positive
example, for the binary classification task, in the
Train + Dev dataset (henceforth referred to as Train-
ing dataset), is approximately 10. For Subtask 2,
the number of negative examples per positive exam-
ple (approximated to nearest integer) for each label
in the Training dataset is given in Table 1 (denoted
as Neg/Pos). An approximation of these ratios are
used as scaling factors to manage the unbalanced
classes when creating gradient boosting classifiers
for multi-label classification.

Work has been carried out in the field of NLP
to identify different types of linguistic variations
or harmful languages from text such as, sarcasm
detection (Chatterjee et al., 2020), hate speech de-
tection (Djuric et al. (2015), Gitari et al. (2015)),
and fake news detection (Shu et al. (2017), Con-
roy et al. (2015)). Since the introduction of BERT
(Devlin et al., 2019), transformer-based language
models have been used for a variety of NLP tasks,
such as the use of BERT for a regression task of
predicting eye-tracking features for a given word
of the sentence (Choudhary et al., 2021), or use of
BERT for the task of document classification (?,
Adhikari et al. (2019)).

All the methods proposed in this paper use fur-
ther pre-trained transformer-based language mod-
els to extract document embeddings. The motiva-
tion comes from some recent work that has been
carried out in detecting condescending language
from text. Wang and Potts (2019) introduce a new
labeled dataset, namely TalkDown, of condescend-
ing acts in context, and establish baselines for this
dataset using BERT.

3 System Overview

Experiments were conducted with two types of
models for each of the two subtasks. Each sys-
tem uses transformer-based language models for
generating text embeddings. These language mod-
els were further pre-trained on Masked Language
Modeling (MLM) task on the given data. The para-
graphs from the training dataset were prepared for
MLM with the model specific tokenizer by mask-
ing tokens in the input with probability 0.15, and
using truncation and padding to maximum length
of 256.

The present experiments use further pre-trained
RoBERTa (Liu et al., 2019) and XLNet (Yang
et al., 2019) language models'. These further pre-
trained RoOBERTa (roberta-base) and XLNet (xInet-
base-cased) models are henceforth denoted as My-
Roberta and MyXlnet, respectively. This further
pre-training is done using the given data on the
existing pre-trained ROBERTa and XLNet models
in order to fine-tune the models for the two specific
subtasks, so they become adapted to the given cor-
pus irrespective of the task at hand, whether it is
binary classification or multi-label classification.

The systems discussed in Sections 3.1 and
3.2, use a custom attention head architec-
ture>. The input to this attention head is of
dimension batch size X sequence length X
embedding dimension, and the output is of di-
mension batch size X embedding dimension.
The attention mechanism is used so that the system
learns the emphasis of different tokens towards the
classification. This layer is henceforth referred to
as Attn_head.

Embeddings are generated using these models
to extract document representations, which will be
used as features in each system. For training the
proposed models, discussed in sections 3.1 and 3.2,
and for the training of the MyRoberta and MyXInet
models, smart batching is used, with a maximum
token length limit of 256. In smart batching the
dataset is sorted by length of the sequences before
creating batches, and padding is done to each se-
quence in each batch to the length of the longest
sequence in that batch. In the following subsec-
tions the model algorithms are discussed in detail.
Smart batching has been used to optimize the train-
ing speed for the transformer-based models, since
now most of the resulting batches will have shorter

!Training details are discussed in the appendix
% Architecture details discussed in the appendix
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Figure 1: BINARY.1 and BINARY.2 (flow indicated in red)

sequence lengths which would prevent memory
overload.

The following notations have been used in the
further sections. The two subtasks of Binary and
Multi-label classification have been referred to as,
Subtask 1 and Subtask 2, respectively. The two sys-
tems in for each of these tasks have been denoted
as BINARY.1, and BINARY.2 for Subtask 1, and
MULTI.1 and MULTI.2 for Subtask 2. MULTI.1
and MULTI.2, each have two sub-models which
are denoted as MULTL.1.A and MULTI.1.B for
MULTI.1, and MULTI.2.A and MULTI.2.B for
MULTI.2.

3.1 Subtask 1: Binary Classification

In this section the two proposed systems for the
task of binary classification are discussed.

3.1.1 BINARY.1: MyRoberta + MyXlnet +
Attn_head

The first component of BINARY.1 consists of My-
Roberta and MyXIlnet. Concatenation of the last
hidden states from the two models is passed as an
input to Attn_head. The output from this layer is
sent to a fully connected layer which serves as the
classifier unit. The architecture for BINARY.1 is
given in Figure 1. The entire flow indicates the
algorithm for BINARY.1.

This system is trained for the task of binary clas-
sification with Cross Entropy loss using AdamW
optimizer which is Adam (Kingma and Ba, 2014)
optimizer with weight decay (Loshchilov and Hut-
ter, 2017). A linear learning rate scheduler with 50
warm-up steps is used. The hyperparameters for
this system are given in Table 2.

Hyperparameter Value
Train Epochs 5
Batch Size 16
Initial Learning Rate ~ 2e-5

Table 2: Hyperparameters for BINARY.1

By using ensemble technique the quality of rep-
resentation of these documents is improved, and
using attention this model learns the emphasis of
each token in the text sequence in contributing to-
wards each label in the predicted label set. This
can be observed from the ablation experiments dis-
cussed in Section 5.

3.1.2 BINARY.2: MyRoberta + Attn_head

The basic architecture used in BINARY.2 is similar
to that of BINARY.1 described in Section 3.1.1.
This system, however, trains the following model.

The first component of this system is MyRoberta.
The last hidden states from this model is passed as
input to Attn_head. The output from this layer is
sent to a fully connected layer which serves as the
classifier unit. The architecture for BINARY.2 is
given in Figure 1, with its flow indicated in red. In
case of BINARY.2, the input dimension for the first
fully connected layer in the Attention Head unit
and the classifier unit is 768 instead of 2*768, as
for BINARY.1.

In this system, while training the weights in the
pooler layer and the last 5 layers of MyRoberta
are re-initialized. The weights for the fully con-
nected layers in MyRoberta are re-initialized with
mean 0 and standard deviation same as that of the
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initializer range of MyRoberta®. The weights and
biases of the layer normalization in MyRoberta are
re-initialized to constant values of 1 and 0, respec-
tively.

This system is trained for the task of binary clas-
sification with Cross Entropy loss using AdamW
optimizer. A linear learning rate scheduler with 50
warm-up steps is used. For BINARY.1 a smaller
batch size is used to prevent memory overload.

Hyperparameter Value
Train Epochs 5
Batch Size 32
Initial Learning Rate (Group 1)  1le-5
Initial Learning Rate (Group 2)  2e-5
Initial Learning Rate (Group 3)  4e-5
Initial Learning Rate (Group 4)  5Se-5

Table 3: Hyperparameters for BINARY.2

The initial layers of the MyRoberta model en-
code the more general information that is present in
the text. Additionally, since MyRoberta has already
been trained on the task-specific data, the embed-
ding layer and the first four layers of MyRoberta
are given a lower initial learning rate of 1e-5. This
parameter group is denoted as Group 1. As the lay-
ers move closer the output or the classifier layer, the
model encodes task-specific information. Hence
for the next four layers (Group 2), the learning
rate is chosen as 2e-5, and for the last four layers
(Group 3) the learning rate is chosen to be 4e-5.
The classifier and the pooler layers are assigned a
higher learning rate of Se-5. This parameter group
is denoted as Group 4. Each of these layers have
weight decay of 0.01, except for bias and layer nor-
malization weights. Table 3 shows the values of
the different hyperparameters for this system.

3.2 Subtask 2: Multi-Label Classification

In this section the two proposed systems for the
Subtask 2, namely MULTI.1 and MULTIL.2 are
discussed. MULTI.1 consists of two sub-models,
MULTI.1.A and MULTIL.1.B. MULTI.1.A is My-
Roberta + FCL_1 where FCL_1 denotes a fully
connected layer, and MULTI.1.B is a collection
of label-balanced XGBoost Classifiers (XGB).
MULTI.2 also consists of two sub-models. In
MULTIL.2.A, a similar architecture is used as in
MULTI.1.A, but with different dimensions and
with an additional layer named FCL_2 which a

3MyRoberta .config.initializer_range

fully connected classifier unit. MULTIL.2.B has
two parts: i) Fuzzy C-Means clustering to extract
features, ii) a multi-label classifier model based on
fuzzy membership. These two parts will be denoted
as FCM and Fuzzy_CLF, respectively. The flow
of output between the two models are explained in
Section 3.2.2.

3.2.1 MULTL1: MyRoberta + FCL_1 + XGB

This system has two parts, namely a model to ex-
tract features from the text (MULTI.1.A), and a
model to assign a set of labels to this text using a
classifier (MULTI.1.B). The architecture for this
model is given in Figure 2.

To extract features MyRoberta is fine-tuned for
the task of multi-label text classification. The first
component of MULTI.1.A is MyRoberta. The CLS
embedding from MyRoberta is passed to a fully
connected classifier layer with output dimension 7,
corresponding to the seven labels. In this model,
while training the weights in the pooler layer and
the last 5 layers for the MyRoberta are re-initialized
as described in Section 3.1.2.

MULTI.1.A is trained using Binary Cross En-
tropy loss between the true multi-labels with the
output, applied with sigmoid activation. It is
trained using AdamW optimizer with. A linear
learning rate scheduler is used, with 100 warm-up
steps and number of total steps corresponding to 25
epochs. This is done to avoid a lower learning rate
at 5 epochs. The hyperparameters for this system
are given in Table 4.

Hyperparameter Value
Train Epochs 5
Batch Size 16
Weight Decay 0.01
Initial Learning Rate ~ Se-5

Table 4: Hyperparameters for MULTI.1.A

The output from the above model is used as in-
put to the final multi-label classifier (MULTI.1.B).
Two sets of experiments were conducted, one with
the CLS embeddings from MyRoberta, and an-
other with the output of the fully connected clas-
sifier layer from MULTI.1.A, as the desired in-
put to MULTI.1.B. These results are given in Sec-
tion 5. MULTI.1.B consists of individual binary
XGBoost (Chen and Guestrin, 2016) classifiers
for each of the seven labels. These classifiers ac-
count for data imbalance for each given label by
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using the parameter scale_pos_weight to in-
dicate the number of negative examples per posi-
tive example in the training dataset*. The value of
scale_pos_weight is chosen as the approxi-
mation of this value in different partitions of the
dataset (Train, Dev and Train+Dev).

3.2.2 MULTL2: MyRoberta + FCL_1 +
FCL_2 + FCM + Fuzzy_CLF

This system uses a fuzzy membership-based en-
semble classifier (Tandon and Chatterjee, 2022),
consisting of two sub-models, namely MULTIL.2.A
and MULTI.2.B. The sub-model MULTI.2.A uses
fine-tuned MyRoberta for feature extraction, which
is fed to the sub-model MULTI.2.B for classifica-
tion. The architecture for this system is given in
Figure 3.

*The other parameters for these XGBoost Classifiers are
given in the Appendix

The first component of MULTL.2.A is My-
Roberta. The CLS embedding from MyRoberta
is passed to a fully connected layer with output
dimension 100, followed by a fully connected clas-
sifier layer with output dimension 7. While train-
ing the weights in the pooler layer and the last
five layers for the MyRoberta are re-initialized as
described in Section 3.1.2. This model is trained
using Binary Cross Entropy loss applied with sig-
moid activation, using AdamW optimizer. A linear
learning rate scheduler is used with 100 warm-up
steps and number of total steps corresponding to
25 epochs. This model uses 10 train epochs. All
the other hyperparameter values are same as given
in Table 4.

Output from the first fully connected layer in
MULTI.2.A is used as an input to MULTL.2.B.
MULTIL.2.B uses this input for Fuzzy C-Means
(Bezdek et al., 1984) clustering algorithm, in which
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the clusters are considered as fuzzy sets over the
set of all samples. Each cluster is represented by
a fuzzy membership function. The parameters for
this model are ¢ (number of clusters) and m (the
weighting exponent). This algorithm outputs Fuzzy
C-partition X = [Xj j];x. which is used as the set
of features for the main classification model. Here,
[ is the number of training documents. The use of
this as the set of features aims at measuring the
underlying uncertainty using membership-based
measures.

Using these features the set of input documents
D are clustered in k£ hard clusters. Each cluster
thus formed is considered as a fuzzy set on the pre-
scribed label set. In case of k clusters and p labels,
the cluster is represented by a p—dimensional vec-
tor of fuzzy membership values which are utilized
to assign the label set for an unseen example. Next,
a measure of association of clusters to each of the
extracted features (generated from Fuzzy C-Means
clustering algorithm) is derived, which aids in re-
trieving a value to represent a new instance as a
k—dimensional vector (Ry, - - - , Ri), where each
R; is the projection of the instance in the i*" clus-
ter. Top s (s < k) clusters with highest R values
are chosen. For a threshold value « the predicted
label set for this instance is computed as the set of
all labels whose membership to the union of these
clusters is greater than or equal to . The math-
ematical details of the algorithm are given in the
Appendix.

4 Experimental Setup

The experiments were carried on Google Colab-
oratory in Python 3.7.12 with Nvidia Tesla P100
GPU. PyTorch (Paszke et al., 2019) and Hugging-
face Transformers (Wolf et al., 2020) are the key
frameworks used to carry out the experiments.

The text from the training data was used to fur-
ther pre-train ROBERTa and XLNet models, with-
out any preprocessing. The text was tokenized us-
ing the fast implementations of RobertaTokenizer
and XLNetTokenizer from the transformers library
i.e., RobertaTokenizerFast and XL NetTokenizer-
Fast, respectively.

The input text was tokenized using XLNetTok-
enizerFast for BINARY.1 and using RobertaTok-
enizerFast for BINARY.2.

For MULTI.1 and MULTI.2, the text in the train-
ing data was preprocessed using the following pre-
processing steps.

* The punctuations ", ; — were removed from
the text.

» Extra spaces between contractions were re-
moved, and digits were removed from the text.

* The contractions were fixed using contrac-
tions library.’

* HTML symbols were removed.

* Any additional punctuations in particular,
IMESSE () x4, -/ ;<=>2Q@[\]"
were removed.

\I"’

For MULTI.1 and MULTI.2, the preprocessed
text is tokenized using RobertaTokenizerFast from
the transformers library. The XGBoost classifier
has been implemented using the XGBoost® library
and the MiniBatchKmeans has been implemented
using scikit-learn’ Python library (Pedregosa et al.,
2011). Fuzzy C-means is implemented using the
‘fuzzy-c-means’(Dias, 2021) Python framework.
For MULTI.2, the parameters are given in Table 5.
These parameters are chosen by performing hyper-
parameter tuning using Train and Dev partitions of
the dataset.

Parameter Value
m 1.6
c 22
k 38
« 0.55
s 4

Table 5: MULTI.2.B Parameters

5 Results

Several experiments were conducted using the sys-
tems described in Section 3 and some variations
of these systems. The systems were trained on
the Training dataset (Train + Dev) and the metrics
obtained on Test set are discussed in this section.

5.1 Subtask1

In BINARY.1, to understand the impact of the lay-
ers MyRoberta, MyXlnet, and Attn_head, ablation
experiments were carried out. For each of these
experiments, each one of these layers are systemat-
ically removed and the results are reported. Since

Shttps://github.com/kootenpv/contractions
®https://xgboost.readthedocs.io/en/stable/
"https://scikit-learn.org/stable/index html
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Model Precision Recall F1-Score
BINARY.1: MyRoberta + MyXlnet + Attn_head 0.607 0.492 0.544
BINARY.1: MyRoberta + Attn_head 0.606 0.486 0.539
BINARY.1: MyXIlnet + Attn_head 0.621 0.470 0.535
BINARY.1: MyRoberta + CLS 0.606 0.470 0.529
BINARY.1: MyXIlnet + CLS 0.568 0.489 0.525
BINARY.1: MyRoberta + MyXInet + CLS 0.588 0.476 0.526
BINARY.2: MyRoberta + Attn_head 0.631 0.470 0.539
BINARY.2: MyRoberta + CLS 0.598 0.483 0.534
roberta-baseline 0.394 0.653 0.491
Table 6: Experiments: Subtask 1
Model 1 2 3 4 5 6 7 Average
MULTIL.1: MyRoberta+ FCL_1 0.521 0.427 0.252 0.304 0.288 0.433 0.148 0.339
+ XGB
MULTI.1: MyRoberta 0.534 0395 0.253 0.276 0395 0454 0.162 0.353
+ XGB
MULTL2: MyRoberta + FCL._1 0.545 0.410 0.231 0.308 0.279 0432 0.214 0.345
+ FCL_2
MULTL2: MyRoberta+ FCL_1 0.480 0.390 0.176 0.268 0.247 0.350 0 0.273
+ FCM + Fuzzy_CLF
MULTIL.2: MyRoberta+ FCL_1 0.534 0.421 0.232 0.276 0.235 0.420 0 0.303
+ FCM + Base_CLF
MULTL.2: MyRoberta + FCM 0.504 0457 0.163 0.283 0.256 0.390 0 0.293
+ Fuzzy_CLF
MULTIL.2: MyRoberta + FCM 0.548 0405 0.219 0.256 0.286 0.362 0 0.297
+ Base_CLF
MULTL.2: MyRoberta + FCL_1 0.541 0.368 0.227 0.288 0.273 0.413 0.148 0.322
+ Base_CLF
MULTI.2: MyRoberta 0.539 0400 0.200 0.286 0.286 0416 0.267 0.342
+ Base_CLF
roberta-baseline 0.354 0 0.167 0 0 0.209 0 0.104

Table 7: Experiments: Subtask 2

BINARY.1 considers an ensemble of MyRoberta
and MyXlnet, exactly one of these is eliminated in
each set of experiments. Additionally, the attention
mechanism on the last hidden state is substituted
with using CLS embeddings (denoted CLS) from
the previous layer. The results from these experi-
ments are given in Table 6. This table also includes
the result for BINARY.2 and the official roberta-
baseline. Here, the proposed model in BINARY.2
is denoted by MyRoberta + Attn_head. For each
of these models, the final layer is a fully connected
layer which serves as a classifier unit.

The best precision is observed for the model
MyXlnet + Attn_head among the BINARY.1 ab-
lations, and for BINARY.2, overall. However
proposed model i.e., MyRoberta + MyXlnet +

Attn_head with the ensemble embedding layers
and an attention head performs the best according
to the overall F1-Score.

5.2 Subtask 2

In MULTL1, two variations of the proposed
model can be achieved, depending on the input to
MULTI.1.B. The CLS embedding from MyRoberta
in MULTL.1.A can be considered as an input to
MULTI.1.B, or the output of the fully connected
layer in MULTI.1.A can be considered as input to
MULTIL.1.B.

MULTIL2.A consists of three components,
namely MyRoberta followed by two fully con-
nected layers denoted as FCL_1 and FCL_2, re-
spectively. MULTI.2.B has two parts, namely the
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model consisting of Fuzzy C-Means clustering to
extract features followed by a multi-label classi-
fier model based on fuzzy membership. These two
parts will be denoted as FCM and Fuzzy_CLF, re-
spectively, as mentioned in Section 3.2. Ablation
experiments were performed by removing compo-
nents of these model to understand their impact in
the overall system. For these experiments the main
classifier layer is substituted with a One-vs-the-rest
classifier which fits one classifier per class. The
base estimator for this classifier is taken as a sup-
port vector classifier (This classifier was designed
using the scikit-learn library) . This classifier is
denoted as Base_ CLF.

The results from these experiments are given in
Table 7. This table consists of F1-Scores for each of
the seven labels and the macro-average F1-Score.

It is observed that the F1-Score for the label
‘Unbalanced power relations’ is the highest among
all other labels, at 0.548. This value has been ob-
served for the the MULTI.2 ablation MyRoberta +
FCM + Base_CLF. The highest F1-Score for the
label ‘Shallow Solution’ is 0.457 using the model
MyRoberta + FCM + Fuzzy_CLF. The highest F1-
Scores for the labels ‘Presupposition’, ‘Metaphor’
and ‘Compassion’ are observed using MULTI.1
with the CLS embedding from MyRoberta consid-
ered as an input to MULTI.1.B. The highest F1-
Score for the labels ‘Authority Voice’ is observed
for MyRoberta + FCL_1 + FCL_2. The highest
F1-Score for the label ‘the poorer, the merrier’ is
observed for the MULTIL.2 ablation MyRoberta +
Base_CLF. Overall best performance is observed
for MULTI.1 with the CLS embedding from My-
Roberta considered as an input to MULTI.1.B. It
is noted that all the presented experiments perform
better than the roberta-baseline.

6 Conclusion

In this paper, systems for the task of binary and
multi-label classification for detection of PCL in
text, have been proposed. For the binary classifica-
tion task, the first proposed system uses an ensem-
ble transformer-based language model architecture.
The other system detailed in the present work, for
binary classification is a fine-tuned transformer-
based language model with some custom layers.
The first system proposed for the task of multi-label
classification combines outputs from a transformer-
based model fine-tuned for multi-label classifica-
tion, and uses the embeddings from this model

as features for individual label-balanced XGBoost
models. Another system for multi-label classi-
fication has also been discussed, which uses a
transformer-based model fine-tuned for multi-label
classification, and uses the outputs from this model
as inputs to a fuzzy-membership based ensemble
classifier.
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A Appendix: Hyperparameters for
Further pre-training

The RoBERTa and XLNet models were further
pre-trained on the text from the Train+Dev set,
with the parameter setting given in Table 8. This
pre-training was carried out using RobertaFor-
MaskedLM (RoBERTa Model with a language
modeling head on top) and XLNetLMHeadModel
(XLNet Model with a language modeling head on
top) for RoOBERTa and XL Net models, respectively.
The value of batch size was chosen based on com-
putation specifications, and the values of learning
rate and weight decay were chosen based on em-
pirical results presented in Sun et al.. To tune the
hyperparameter representing the number training
steps, the Train subset is used for training and the
Dev set is used for validation.

Experiment Setting Value
Train steps 30000
Batch Size 64
Initial Learning Rate 2e-5
Weight Decay 0.1
Optimizer AdamW
Learning Rate Scheduler ~ Cosine
Warm-up steps 10

Table 8: Experimental Setting for further pre-training

B Appendix: Attention Architecture

This is defined with a fully connected layer
with input dimension as the size of the docu-
ment embeddings of dimension batch size X
sequence length x embedding dimension from
the previous layer, and output dimension taken as
512. This is followed by a Tanh activation and an-
other fully connected layer with input dimension
as 512, and output dimension as 1. A softmax ac-
tivation is applied to this layer to get the weights
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corresponding to each token in the sequence. Us-
ing these weights a weighted sum of the document
embeddings of the size which were an input to
this layer, is calculated producing an output of size
batch size x embedding dimension.

C Appendix: Hyperparameters for
XGBoost Classifiers

The seven XGBoost classifiers trained in System B
use the hyperparameter values as given in Table 9.
For the hyperparameters not mentioned in the table,
their default values given in the Python implemen-
tation of XGBoost Classifier are used. In the table,
the parameter n_estimators denotes the number of
gradient boosted trees, eta indicates the learning
rate, min_split_loss indicates the minimum loss
reduction required to make a further partition on
a leaf node of the tree, max_delta_step indicates
the maximum delta step allowed to each leaf out-
put, subsample indicates the subsample ratio of
the training instances, reg_alpha denotes the L1
regularization term on weights, and tree_method
denotes the tree construction algorithm used in XG-
Boost.

Parameter Value
n_estimators 100
eta 0.5
min_split_loss 0.1
max_delta_step 2
subsample 0.6
reg_alpha 0.5
tree_method gpu_hist
objective binary:logistic

Table 9: XGBoost Classifier Parameters

D Appendix: MULTI.2.B Algorithm

The algorithm for MULTIL.2.B is given in two parts,
the model generation algorithm and the prediction
algorithm, as given below.

D.1 Algorithm for Model Generation

1 MiniBatchKMeans (Sculley, 2010) clustering
algorithm is applied to X = [X ;];x. to ob-
tain k clusters namely (Dq,--- , D), result-
ing in 2 = [w; ;] x; Where

1 ,if the jMdocument
is in cluster D;
0 ,otherwise

wi:j =

2 A degree of association (i, j) of each cluster
D; with each feature f; is calculated as av-
erage of the feature values of f; over all the
documents in cluster D; i.e., if the indices of

the samples in cluster D; are {egz), e ,efg_|},
then,
|Ds| X
.o r=1 e&i),j
hL,j) = ——F~7 =

3 Cluster D; is modeled as a fuzzy set of labels,
with membership of label ¢, to D; as up,(c,),
forr =1,2,---,p, which is modeled as the
proportion of occurrences of label ¢, in the
label set of each document in the cluster D;.
Thus,

Zl: w‘7 G 2
pp,(cr) = M
Zszl Wz,s

where G = [G] j]ixp is defined as

T
[ Y, Yy - Y] }
Y; = (Yi1,---,Y;,) is the label vector for
the i sample where Y; = 1if the document
has label j and Y; = 0 otherwise.

D.2 Algorithm for Prediction

Given an input text the following steps are per-
formed to compute its label set.

1 This text is passed as input to MULTL.2.A
and the output from the first fully connected
layer is sent to the trained Fuzzy C-Means
clustering algorithm. The Fuzzy C-partition
from this is denoted by v = (vy, -+ ,vc).

2 Using ((4,7), a vector R = (Ry, -+, Ry) is
calculated as,

R, = 25:1 UjC(iaj)
ijl C(ZMY)

Here R; represents the weighted average of
(v1,--+,ve) with weights as the degree of
association vector (¢(,1),---,¢(i,c)) corre-
sponding to the i*" cluster.

3 Top s, s < k clusters with highest R val-
ues, say {D~,, D,, -+, D, } are chosen and
their fuzzy union (or fuzzy t-conorm) is con-
sidered. In this case the fuzzy t-conorm alge-
braic sum® is used.

8u(a,b) =a +b—ab
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4 For a given threshold «, predicted set of labels
is computed as {c¢; ’“Dvl UDyy U+, Doy (ci) >

at.
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