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Abstract

This paper presents the two submissions
of NamedEntityRangers Team to the Multi-
CoNER Shared Task, hosted at SemEval-2022.
We evaluate two state-of-the-art approaches, of
which both utilize pre-trained multi-lingual lan-
guage models differently. The first approach
follows the token classification schema, in
which each token is assigned with a tag. The
second approach follows a recent template-
free paradigm (Ma et al., 2021), in which an
encoder-decoder model translates the input se-
quence of words to a special output, encoding
named entities with predefined labels. We uti-
lize RemBERT and mT5 as backbone models
for these two approaches, respectively. Our re-
sults show that the oldie but goodie token classi-
fication outperforms the template-free method
by a wide margin. Our code is available at:
https://github.com/Abiks/MultiCoNER.

1 Introduction

This paper describes two submissions to the Multi-
lingual Complex Named Entity Recognition (Mul-
tiCoNER) Shared Task, held by SemEval-2022
(Malmasi et al., 2022b). This shared task aims
at recognizing named entities with the ambitious
end goal of building systems that support up to
11 languages. Multilingual setups are complicated
when the dataset mixes languages from different
groups. This way, the MultiCoNER dataset com-
prises 11 languages from different families, and
multiple scripts (Malmasi et al., 2022a). This setup
hayj s become increasingly popular recently since

it allows to test for transfer learning across lan-
guages within a single pre-trained model. The
dataset, proposed in the shared task, has several
unique features previously neglected in NER eval-
uation: syntactically complex entities, ambiguous
entities, divers, and low-frequency (aka long-tail)
entities. This makes the shared task setup closer
to real-life settings, where datasets are way noisier
and nonuniformly distributed.

Our solution consists of two state-of-the-art ap-
proaches adopted to the task. First, we use a main-
stream NER technique, token classification. Under
this approach, the model is trained to assign a la-
bel to each input token. The second approach falls
into the group of prompt-based techniques, at the
core of which are the capabilities of auto-regressive
language models to memorize and reproduce input
texts. In this case, we train an encoder-decoder
model to replace entities in the input sentence with
predefined labels. We utilize RemBERT (Chung
et al., 2021) and mT5 (Xue et al., 2021) as back-
bone models for these two approaches, respectively.
These two models provide state-of-the-art results
for the common test-beds of cross-lingual experi-
ments (Hu et al., 2020).

In other words, we explore the following ques-
tions: ‘How do pre-trained transformer-based mod-
els perform in the Multilingual Complex Named
Entity Recognition task?’ and ‘Which of the two
approaches perform better?’.

Our results show that plain fine-tuning of
the above-mentioned state-of-the-art multilingual
transformer-based models can give moderate re-
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sults. Results are within 10% margin of the top so-
lution for the multilingual NER task. We analyzed
the errors of both models. As expected, for two
novel ‘complex’ entity types (‘Creative Work’ and
‘Product’) error rate is higher than for ‘common’
types (‘Group’, ‘Location’, ‘Person’). However,
some of the errors might be caused by inconsis-
tencies in the labeling of the MultiCoNER dataset.
The performance of the Template-free approach
suffers from such inconsistencies more than the
performance of the Token classification approach.

2 Related Work

Named Entity Recognition is one of the central
tasks in Natural Language Processing, which at-
tracts a lot of research efforts. Yang et al. (2016)
encode morphology and context information via
character and word embeddings. Recent studies
(Ghaddar and Langlais, 2018; Jie and Lu, 2019;
Liu et al., 2019; Meng et al., 2021) employ syntac-
tic dependencies, lexical similarity, gazetteers, etc.
in the word representations before feeding them to
context encoding layers. The authors show that ad-
ditional information may lead to improvements in
NER performance. However, NER still faces mul-
tiple challenges (Li et al., 2022) such as detection
of fine-grained and nested named entities (Kim and
Kim, 2021; Ringland et al., 2019; Loukachevitch
et al., 2021), NER in domain-specific areas (Weber
et al., 2021), NER from noisy data (Derczynski
et al., 2017) and code-mixed data (Fetahu et al.,
2021).

Recent research in this area considers not only
standard types of entities (person, location, or-
ganization) but also semantically ambiguous and
complex entities (Hanselowski et al., 2018). For
example, a system has to recognize the titles of
movies, books, or songs, which may contain verbs,
adverbs, prepositions, etc. Cui et al. (2021) propose
a template-based method, treating NER as a lan-
guage model ranking problem in a seq2seq manner.
Original sentences and statement templates filled
by a candidate named entity span are the source
sequence and the target sequence, respectively. Ma
et al. (2021) induces a language model to predict
label words at entity positions during fine-tuning.
This method demonstrates the effectiveness under
the few-shot setting.

The SemEval-2020 shared task MultiCoNER
(Malmasi et al., 2022a) focuses on a more exciting
and challenging problem of building a NER sys-

tem for multiple languages. The results of a recent
Multilingual Named Entity Challenge in six Slavic
languages (Piskorski et al., 2021) have also con-
firmed the complexity and significance of the task.
Training competitive multilingual NER systems re-
quires either manually labeled text collections or
large automatically annotated datasets (Nothman
et al., 2013).

3 Experiments

3.1 Token Classification Approach

Our baseline is to treat the NER task as a token clas-
sification problem. The base model is a pre-trained
RemBERT (Chung et al., 2021) with a linear layer
on top of the hidden-states output.

RemBERT is based on a multilingual BERT bi-
directional transformer architecture. It uses de-
coupled embeddings, which allows changing the
size of input and output embeddings. The input
embeddings are reduced in size, thus making the
fine-tuning process faster without performance loss
compared to BERT.

In the first experiment on a tokenization step the
original label is propagated to all of the word to-
kens. We fine-tuned the model on multilingual data
for three epochs to predict the labels in BIO for-
mat. The batch size is 32, Adam optimizer is used
with the learning rate of 10−5 and the scheduler
decreases the learning rate by 0.1 each epoch. The
metrics obtained on the development set for this
approach are presented in Table 1.

In the following experiment we investigated how
the performance changes if we combine the models
into an ensemble. The ensemble consists of three
models trained with different seeds as described
above. The final predictions are made based on a
hard or soft voting scheme. The models perform
very similarly; the differences in evaluation scores
are insignificant.

The confusion matrix in Figure 1 is built for
the multilingual model. The largest ratio of erro-
neously assigned O labels is PROD (Product) or
CW (Creative work). Almost for all individual lan-
guages, the confusion matrix is very similar to the
aggregated one. The picture differs a bit for Farsi
and Russian languages: the number of mislabelled
entities as O is higher for each entity tag. This
might be due to the difference in the language struc-
ture. For the Chinese language, 23% of the GRP
(Group) entities were classified as CORP (Corpo-
ration). This behavior is unique to the Chinese
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Figure 1: Confusion matrix for fine-tuned RemBERT

language.
The ensemble model does not introduce much

improvement. However, training models with dif-
ferent seed values converge almost to the exact
predictions. On the dev set, only one model’s pre-
diction out of three base models differs in 10%
of the cases, and all three models have different
predictions in 1% of the cases.

3.2 Template-free Approach

The second approach which we considered was
Template-free (Ma et al., 2021). This approach
showed decent results on CoNLL03 (Sang and
Meulder, 2003) and MIT-Movie (Liu et al., 2013)
datasets, so we decided to apply it to the multilin-
gual data. The language model is trained to substi-
tute named entity text spans with several predefined
label words. For instance, given the sentence “its
headquarters are in sandy springs, united states of
america” we require the model to replace “sandy
springs” and “united states of america” text spans
with a predefined label word “germany” since these
spans are considered as LOC (location) entities. In
this case, the target for this example would be: “its
headquarters are in germany, germany”. After the
model has substituted several text spans with the la-
bel words, we need to reconstruct these spans based
on surrounding tokens to match each initial token
with its predicted label. The label word for a spe-
cific entity class was chosen as the most frequent
token of this class in the training data. Since we
were working with multilingual data, we created a

unique label words mapping for each language.
As the backbone model for the Template-free

approach, we considered the mT5 pre-trained lan-
guage model (Xue et al., 2021). mT5 is a multi-
lingual variant of the T5 model that is pre-trained
on a new Common Crawl-based dataset covering
101 languages. We chose two variants of the mT5
model for our experiments: mT5-Large and mT5-
XL; the latter model showed better results. Due
to the computational complexity, we could not run
similar experiments with the mT5-XXL language
model. Both models were trained with batch size
equal to 8 and optimizer AdamW with learning rate
5 · 10−5.

During the experiments with the Template-
free approach, we encountered several challenges.
Firstly, if the input phrase has two or more consec-
utive entity spans with a token length of more than
one, it was impossible to reconstruct these spans
unambiguously based on the sequence of predicted
label words. In this case, we assigned the first k−1
predicted label words to k−1 input tokens, and the
last label word was assigned to the rest of the to-
kens. Secondly, because of the punctuation issues
occurring in some languages described in more de-
tail in Section 4, it was difficult to generalize the
reconstruction rules for all languages.
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0.08 0.00 0.01 0.00 0.01 0.90 0.00
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Figure 2: Confusion matrix for Template-free mT5-XL

The token-level confusion matrix for the
Template-free approach on the development set
is shown on Figure 2. The results for the mT5-
XL fine-tuned model on the dev set is presented in
Table 1.

Based on Figure 2 we can mention that the most
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Table 1: Results for Token Classification and Template-
free approaches on dev and test sets

Approach
Dev Test

P R F1 P R F1
Token
Classification

0.81 0.84 0.82 0.83 0.80 0.81

Template-free 0.82 0.77 0.79 0.58 0.51 0.54

common model’s error is predicting the O-tag for
tokens which are actually considered as parts of the
entities. In other words, the model more often fails
to recognize a named entity than confuses two dif-
ferent entities. We can also mention that in terms of
languages the fine-tuned model shows the best re-
sults for English, Dutch and German and the worst
results for Farsi and Russian according to F1 score.
The dramatic performance downgrade on the test
set compared to the dev set for the Template-free
model may occur due to the significant distribution
shift in the test data. For instance, the average sen-
tence length in terms of tokens in the train and dev
data is approximately equal to 16.4. However, the
average length in the test data is equal to 9.6, we
assume that the Template-free model could not be
resistant for such changes.

4 Discussion

We provide the performance analysis of the mod-
els that we developed. The confusion matrices for
both approaches demonstrate similar commonly
occurring errors. Moreover, while working on ex-
periments, we noticed several dataset issues which
we suppose are worth mentioning. The problems
potentially contribute to the low performance of
the Template-free approach.

1. Classification decisions for tokens from
PROD and CW entity types are more often
confused with the O labeled tokens (Fig. 1,
2). These entities are examples of complex
entities, which the competition was focused
on. At the same time, the labeling for the
two entity types in the provided dataset shows
low consistency. For example, in the sen-
tence1 “rice - long, medium, or short-grain
white; also popcorn rice” the first occurrence
of “rice” is labelled as PROD. However, “pop-
corn rice” is not labeled as a named entity.
The precise definitions of the complex entities

1The example sentence ID: 2e9d398c-a956-4419-a48d-
f53790d2d237 (file en_train.conll)

and consistent labeling might be crucial for de-
veloping high-performing models for complex
entity recognition. Another example is coun-
try names. In one sentence a country name can
be considered as a named entity, but in another
sentence a country name is annotated as O to-
ken. For instance, in the sentence2 “spain has
an embassy ...” the token “spain” has O label,
but in the sentence “in madrid, spain ...” the
same token is considered as a LOC (location)
entity despite the fact that in both contexts
this token refers to country name. Despite,
we call such cases “mislabeled-as-O entities”,
not all of them can be considered wrong la-
bels. As far as we have noticed, this problem
is very common for the Farsi language. To
be precise, we calculated the average number
of mislabeled-as-O entities for each language
(see Table 2). We suppose that this issue can
influence the performance of both models.

Language Mislabeled-as-O
BN-Bangla 0.691
DE-German 0.474
EN-English 1.002
ES-Spanish 3.061

FA-Farsi 20.234
HI-Hindi 1.995

KO-Korean 5.489
NL-Dutch 3.269

RU-Russian 1.606
TR-Turkish 3.494
ZH-Chinese 1.094

Table 2: Mean number of mislabeled-as-O entities

2. The second issue is that we noticed while
working on the Template-free approach is
punctuation labeling. For example, in the sen-
tence3 “thomas earnshaw, inventor of ...” the
comma is presented as a separate token. How-
ever, in the sentence “... museum of fine arts,
houston ...” the comma is part of token “arts,”.
This issue was crucial on the reconstruction
entity spans step since the tokenizer always
considers any punctuation token as a separate
one. This issue is common for MultiCoNER
data in many languages, especially in German
and Bangla.

2The example sentence IDs are df4360c4-a483-493b-bd93-
87814db0104c and 475fb6b2-b9aa-4ec8-8b58-443f5e2774e8
(file en_train.conll)

3The example sentence IDs are be16705b-7f6e-4c28-b086-
5eabf5950d29 and ea916f1b-b9a5-4959-9537-aeb875c1faf1
(file en_train.conll)
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3. For the purposes of more detailed perfor-
mance analysis we considered the dependence
between prediction accuracy and entity length
(in number of tokens). The Figure 3 shows
this dependence for both Template-free and
Token Classification approaches considering
the dev dataset. On the one hand, the mT5-
XL model, trained according to the Template
free approach, performs better on longer enti-
ties compared to the RemBert model. On the
other hand, the RemBert model, trained that
exemplifies the Token Classification approach,
shows better results on shorter entities. This
could be the reason why the Token Classifi-
cation method outperforms the Template free
approach on the test set since the average sen-
tence length in the test data is dramatically
less than the average sentence length in the
train and dev datasets.
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Figure 3: The dependence of prediction accuracy on the
entity lengths

5 Conclusion

In the paper, we implemented and evaluated two
straightforward yet different approaches to the mul-
tilingual NER subtask with complex types of en-
tities (MultiCoNER). The first approach uses a
state-of-the-art transformer-based model and fine-
tuning for token classification, while the second
one applies a template-free information extraction
paradigm. Our results are within the 10% margin
of the top solution for multilingual NER tasks and
much higher than organizers’ baseline performance.
Therefore, we can conclude that out-of-the-box ap-
proaches generalize quite well for complex NER
tasks and provide a viable alternative. The per-
formance of the template-free approach can suffer
from inconsistent annotation. The second finding
is the relatively low performance of an ensemble

model, but this issue needs further investigation.
Evaluation of systems for multilingual NER with
complex entity types is still challenging. Our study
analyzed the dataset and found several issues that
can be addressed in future versions of MultiCoNER
Track or in similar competitions.
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