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Abstract

This article introduces a system to solve the
SemEval 2022 Task 8: Multilingual News Arti-
cle Similarity. The task focuses on the con-
sistency of events reported in two news ar-
ticles. The system consists of a pre-trained
model(e.g., INFOXLM and XLM-RoBERTa)
to extract multilingual news features, following
fully-connected networks to measure the simi-
larity. In addition, data augmentation and Ten
Folds Voting are used to enhance the model.
Our final submitted model is an ensemble of
three base models, with a Pearson value of
0.784 on the test dataset.

1 Introduction

The task (Chen et al., 2022) aims to design a sys-
tem that can find the similarities of multi-language
news articles. The task focuses on the consistency
of actual events reported in two news articles, but
not the subjective factors such as writing style or
political factors. Geographical location, time, com-
mon entity, and common narrative were used to
judge similarity. Consistency is measured by a
float value between [1,4]. The lower the value is,
the more likely the two news are reporting the same
thing. The metric is the Pearson Coefficient of the
predicted and ground truth values.

Challenge of this task: 1. Need to understand ev-
ery aspect of a news event: what happened, where
and when, who was involved, and why and how it
happened 2. Make the writing style and common
phrases clear because some unnecessary content
can be misleading. 3. Some information about the
event is hard to get, such as the time, location, and
description of the event.

We use the pre-trained language model XLM-
Roberta and INFOXLM to fine-tune. Specifically,
we splice the available information of two news
articles (exact method will be described in Chapter

1*These authors contributed equally.

3), input it into the pre-trained model, and then
transmit the output vector to the fully connected
layer of downstream tasks. For the original fine-
tuning task, we try to use various techniques to
make the program run faster and work better. The
techniques include 1. Freezing the lower layers
of the pre-trained model, means not updating their
parameters during training. 2. Data Augmentation.
Use translation software to translate the original
news text to expand the data. 3. Divide the training
set into 10 parts. the ten folds voting was adopted
to make full use of the data set.

Our code is available on github1.

2 Related Work

2.1 Background

The input of the task is the content of two news,
and the output is the Overall label of them. Overall
label is a float value between 1 and 4, which is
used to measure whether two news report a same
thing.The lower the Overall score, the more likely
the content of the two news to be the same. The
datasets including nearly 5,000 pairs of news with
Overall label given. In addition to the Overall label,
Geography, Entities, Time, Narrative, Style, and
Tone label are also noted in the datasets. The news
is given in the form of links and contains seven
languages(en, de, ar, es, fr, pl, tr), while the test
set contains the other three languages(it, ru, zh). It
should be noted that the dataset contains news pairs
in different languages.

2.2 Pre-trained language model

Pre-trained language models such as BERT (Devlin
et al., 2018) and RoBERTa (Liu et al., 2019) start
to make a difference in the way of word representa-
tions rather than static word embedding methods,
and Word2Vec (Mikolov et al., 2013) and FastText

1https://github.com/SemevalITNLP/
Semeval8NewsCorrelation
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Figure 1: The architecture of the system.

(Joulin et al., 2016) are two examples. In partic-
ular, the XLM-RoBERTa (Conneau et al., 2019)
model is a newly released large-scale cross-lingual
language model based on RoBERTa and trained
on 2.5TB filtered CommonCrawl data in 100 lan-
guages. Unlike other XLM models (Lample and
Conneau, 2019), XLM-RoBERTa does not require
language tokens to understand which language is
used and can recognize the correct language from
the input id.

INFOXLM (Chi et al., 2020) is a cross-lingual
pre-trained model based on the XLM-RoBERTa
structure, using monolingual and parallel corpora
to train the model. Specifically, in addition to the
masked language modeling(MLM) and the translat-
ing language modeling tasks(TLM), INFOXLM is
jointly pre-trained with a newly introduced cross-
lingual contrastive learning task. Through compari-
son, the cross-lingual uses bilingual pairs as the two
views of the same meaning, making their encoded
representations more similar than the negative ex-
amples. It uses the [CLS] tokens from the BERT
encoder as sentence representations with linear pro-
jection heads. The momentum encoder is used to
encode the query, while the online encoder is up-
dated with InfoNCE (Van den Oord et al., 2018)
loss.

2.3 Sentence similarity

There are usually two methods for comparing the
similarity between two sentences. Cross-encoders
perform full-attention over the input pair, and Bi-
encoders map each input independently to a dense
vector space.(Thakur et al., 2020)

3 System Description

3.1 Data processing

We use crawlers and the newspaper3 1 library to
download and parse news web pages to obtain var-
ious information about news, including title, text,
pictures, keywords and abstracts. For the news data
in the training and test set, some missing titles and
body texts. At the same time, some web pages have
errors during the crawling process, or the crawler
crawls wrong news information. We revisit the
news link and the alternate link to modify the news
data. In addition, there are still problems such as
advertising webpages and link failures, which are
omitted in the training process.

3.2 Model

We designed cross-encoder model to solve the task.
The structure of the cross-encoder model shows as
Fig 1. It contains the pre-trained language model,
pooling layer, and downstream layers, consisting
of two fully connected layers and a relu activation
function, to learn the Overall value of each news
pair.

The inputs of cross-encoder model are composed
of contents of two news which are named news
A and news B. For each news, we use title, text
and keywords. We use the symbol <s> to separate
different parts of the news, the symbol </s> as
the separator for two news articles, and add <s>
and </s> at the beginning of each news pair. The
input form finally can be illustrated as: <s> news
A </s></s> news B </s>.

1https://github.com/codelucas/
newspaper
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For the pooling methods, we compared two
methods of learning the representation of the whole
news pair: 1. use the output of the model Pooler,
which is similar to the token’s representation of the
[CLS] of BERT; 2.mean pooling: use the average
vector of the whole hidden state. Experiments have
shown that the latter works better.

The model eventually outputs a value between
1 and 4, which calculate MSE loss (Mean Squared
Error Loss) with the standard Overall label of the
data.

3.3 Methods

• Ten-Fold Voting Ten-Fold Voting method
shuffles and divides the training set into ten
parts equally, and separately chooses one of
them as a validation set, while the remaining
nine part are used as the training set. As a
result, we end up with 10 models. These ten
models use averaging method to vote, which
increases model generalization. For example,
we use 10 models to obtain 10 Overall predic-
tions for a given news pair, and the average of
these 10 results is taken as the final prediction
for that news pair.

• Data Augmentation Due to the addition of
three new languages (zh, ru, it) in the test set,
we added translation corpus to the training
data so that the model can better deal with the
new languages. Specifically, we use Baidu
translation API 1 to obtain the translated text,
and the news in each language is translated
into the other 9 languages. Different epochs
are trained alternately with the original and
translated data. Each news is translated into
one of the nine other languages with the same
probability at the epoch using translated data.

• Frozen Layers Generally, lower layers of
a language model encode more local syntax
while higher layers capture more complex se-
mantics (Tenney et al., 2019). Therefore, dur-
ing training, we freeze the parameters of the
embedding layer and some lower layers of the
pre-trained model. The parameters of frozen
layers cannot participate in back propagation
thus keeping the original parameters. There-
fore, we aim to choose the most memory-
efficient hyperparameters.

1http://api.fanyi.baidu.com/

• Multi-task Learning We noticed that the
training data not only has the Overall label
but also has other labels. Considering that
Narrative and Entity are consistent with the
target task, we let the model fit the Overall
label and the Narrative label and Entity la-
bel. Specifically, after the pre-trained model,
we separately use a dense layer to obtain dif-
ferent predicted values for Entity, Narrative,
and Overall and calculate the MSE loss of
the three labels: lossentity, lossnarrative and
lossOverall. Then the multi-task loss of the
model, lossmulti−task, take the weighted sum
of the three.

• Auxiliary Loss We add a loss function to help
the model distinguish those news pairs. In
addition to calculating the similarity of each
news pair, we also calculate the MSE loss
between the predicted Overall labels of the
two news pairs and their true Overall labels,
which is as following.

lossAL = mse(ŷ1 − ŷ2, y1 − y2) (1)

where y1 is the standard Overall value of news
pair 1 and ŷ1 is the predicted Overall value of
news pair 1, so as y2 and ŷ2. Two news pairs
are randomly selected. In practice, we ran-
domly draw several news pairs from a batch
and combine them. The training data was shuf-
fled before the start of each training epoch so
that the data within the batch are not precisely
the same in different epochs.

4 Experiment

All experiments were run on two GPUs: NVIDIA
GeForce RTX 3080 Ti and NVIDIA GeForce RTX
3090. For optimizer selection, we use Adamw
optimizer with weight decay taken as 0.01 and
set 1e-5 as learning rate for the pre-trained layer
and 1e-4 for downstream layers with the batchsize
8.If not specified, we use INFOXLM-large as the
pre-trained model from Hugging Face2.The weight
of the lossentity, lossnarrative and lossOverall in
the lossmultitask are set to 0.3, 0.7 and 1.0 respec-
tively.The weight of the lossAL is set to 0.1.

4.1 Information Selection
This section presents experiments to explore which
news information should be used. From Table 1

2https://huggingface.co/models
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,it can be seen that the result of using only title
and only text is not as good as using title and text
at the same time. The model shows better perfor-
mance when facing more text types, which may be
because different texts contain different informa-
tion. The title focuses on summarizing the news
and represents the article’s central idea; The text fo-
cuses on describing the event and conveying more
detailed information. The performance of using
title, keywords and text is not improved. Most of
the keywords information is likely contained in the
first two.

Model Dval Dtest

Title60 0.798 0.684
Text100 0.813 0.702
Title60+Text100 0.852 0.759
Title60+Text100+Keywords50 0.855 0.760
Title60+Text150 0.859 0.772
Title60+Text200 0.859 0.769

Table 1: The impact of using different information and
different content lengths on the model. Pearson coef-
ficients in the table are the maximum values for the
validation set, notated Dval in 15 epochs, while Dtest

is the corresponding pearson coefficients in test set at
this time.The number after the title and text in the table
indicates how many text words are used. For example,
Title60 indicates using the first 60 words of the title;
The ratio of validation set to training set is 1:9.

The text length of each news article is related to
the final prediction of the system. The table shows
the Overall scores of different text lengths. Due
to the input length limitations, our max length of
the title is 60, while the max length of the text is
between 100 and 200. The model works better with
longer text lengths in the validation set, probably
because longer texts contain richer information,
while it achieves the best result in the test set when
text length is 150. The reason may be that the
behavior of the test set is inconsistent with the
validation set.

4.2 Frozen layers

We tested the performance of unfrozen, frozen em-
bedding layers and partial transformer layers re-
spectively. The results are shown in Table 2. As
we can see, when freezing embedding layers and
the layers from 0 to 11, the result is similar to not
freezing all layers, but it saves memory and reduces
training time. So we take these kinds of parameters
in the following experiments.

Frozen layers Dtest

no freezing 0.760
freeze embedding + layers 0∼5 0.759
freeze embedding + layers 0∼11 0.759
freeze embedding + layers 0∼14 0.750

Table 2: Results of freezing different pre-trained
model layers on the test set.

4.3 Strategies

We also conducted additional experiments, includ-
ing data augmentation through translation, a multi-
task learning approach, and Auxiliary Loss men-
tioned before. These methods are effective in the
validation set, but some did not improve much in
the final test set.

Table 3 shows the comparison of different meth-
ods used in the model. The parameters used by
the base model are INFOXLMlarge, Title60 and
Text100. The split ratio between the training set
and the validation set is 9:1. According to the table,
we have the following conclusions:

In the validation set, when the model cumula-
tively uses Multi-task Learning, Auxiliary Loss
and Data Augmentation, the performance is contin-
uously improved. When the three methods are used
together, the model performance is best to reach
0.8627 in the validation set. Multi-task Learning
and Auxiliary Loss increase the learning and repre-
sentation ability of the model by modifying the task
and loss. Data Augmentation improves the general-
ization of the model by introducing the translation
corpus.

In the test set, when the model uses Multi-task
Learning and Auxiliary Loss, the performance is
not much different from that of the base model.
This may be that Multi-task Learning and Auxil-
iary Loss can improve the representation ability
of the model in the validation set, but they are
lack of generalization and generally perform in
the face of a large amount of data and new data.
However, when the model uses Data Augmenta-
tion, the performance reaches 0.7667 in the test set,
which is greatly improved compared with the base
model and the model using Multi-task Learning
and Auxiliary Loss. This may be because the trans-
lation corpus introduces languages (Chinese, Rus-
sian and Italian) that the model has not encountered
before. The newly introduced language enhances
the model’s generalization ability in the test set and
enables the model to understand the news in the
test set better.
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Model Dval Dtest

Base 0.852 0.759
Base + MT 0.854 0.758
Base + MT + AL 0.859 0.759
Base + MT + AL + DA 0.862 0.766
Base + MT + AL + DA + TFV / 0.781

Table 3: Results of system under different methods.
Base: INFOXLMlarge +Title60+Text100; MT:Multi-
task Learning; AL:Auxiliary Loss; DA:Data Augmenta-
tion; TFV:Ten-fold voting

Finally, we can see that when the model uses
Ten-Fold voting, the performance is improved from
0.7667 to 0.7810. There may be two reasons for
this. On the one hand, the Ten-Fold voting essen-
tially uses all the training data, and the expansion of
the amount of data may increase the performance
of the model. On the other hand, the Ten-Fold
voting integrates the model results under ten dif-
ferent training data sets, which greatly improves
the robustness of the results and strengthens its
generalization ability.

4.4 Ensemble

The ensemble technique is a widely used strategy.
Ensemble methods work by aggregating the predic-
tions of multiple single models. The strategy we
use in the competition is simple averaging. The
final prediction value is obtained by averaging the
prediction results of different models, which will
improve the robustness of the prediction results.
The results are shown in Table 4.

Model Dtest

INFOXLM 0.776
INFOXLM + DA 0.781
XLM-RoBERTa + DA 0.779
Ensemble 0.784

Table 4: Results of base models and ensemble model.

All three base models use Title60, Text100,
Multi-Task Learning and Auxiliary Loss. The latter
two models additionally use the Data Augmenta-
tion strategy. The result of the ensemble model
achieves the best performance in our competition.

5 Conclusion

In this paper, we summarize our work in Multi-
lingual News Article Similarity. We utilize IN-
FOXLM and XLM-RoBERTa pre-trained models

to handle multilingual news. In addition, many
methods are used such as Data Augmentation and
Ten-Fold Voting. Our final submitted model is an
ensemble of three base models, and we achieve
Pearson value of 0.784 on the test dataset.
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