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Abstract

Recent work has demonstrated the success-
ful extraction of training data from genera-
tive language models. However, it is not evi-
dent whether such extraction is feasible in text
classification models since the training objec-
tive is to predict the class label as opposed to
next-word prediction. This poses an interest-
ing challenge and raises an important question
regarding the privacy of training data in text
classification settings. Therefore, we study the
potential privacy leakage in the text classifica-
tion domain by investigating the problem of
unintended memorization of training data that
is not pertinent to the learning task. We pro-
pose an algorithm to extract missing tokens of
a partial text by exploiting the likelihood of the
class label provided by the model. We test the
effectiveness of our algorithm by inserting ca-
naries into the training set and attempting to
extract tokens in these canaries post-training.
In our experiments, we demonstrate that suc-
cessful extraction is possible to some extent.
This can also be used as an auditing strategy to
assess any potential unauthorized use of per-
sonal data without consent.

1 Introduction

Tremendous progress has recently been made in
deep learning with natural language processing
(NLP), which has led to significant advances in the
model performance of a wide variety of NLP ap-
plications. The Transformer model (Vaswani et al.,
2017; Wolf et al., 2020) has become the central
and dominant architecture of many state-of-the-art
NLP models. However, NLP models trained with
personal data have also been shown to be vulnera-
ble to fairness (Mehrabi et al., 2021) and privacy
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(Mireshghallah et al., 2020) issues, leading to ad-
verse societal and ethical consequences.

One of the prime challenges of training machine
learning models is the phenomenon of memorizing
unique or rare training data. This may occur via
what is called unintended memorization (Carlini
et al., 2019) where the trained model memorizes
out-of-distribution data in the training set that is
irrelevant to the learning task. It is known that
overfitting is not the cause of such a phenomenon,
since the out-of-distribution data can be memo-
rized as long as the model is still learning, making
it challenging to mitigate through methods prevent-
ing overfitting such as early stopping. This phe-
nomenon raises privacy concerns when the training
set includes private data that may be inadvertently
leaked, e.g., (Munroe, 2019).

The main focus of our work is to explore the
memorization of training data in text classification
models, which may contain private information
collected from individuals. A motivating example
in our study is a topic classification setting in which
an individual can have private information, such as
“I vote for X party” in the politics category, which
can lead to a privacy violation if this information is
leaked by the model.

We propose a data extraction algorithm to re-
cover missing tokens of a partial text using the
target model. The algorithm exploits the likelihood
that the model generates for the target label of the
text to infer the unknown tokens of the partial input
text. To the best of our knowledge, this work is
the first to demonstrate privacy leakage in a text
classification setting by extracting tokens of canary
sequences1 via access to the underlying classifica-
tion model. We conduct experiments to evaluate
the performance of our extraction algorithm under

1Canary sequences are out-of-distribution examples in-
serted into the training data. The trained model is then as-
sessed to measure the degree to which the model has memo-
rized such sequences.
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a wide range of parameters such as the number of
extracted tokens, the number of canary insertions,
and the number of guesses for the extraction.

2 Background: Language Modeling

While this work is about text classification setting,
it is built upon language models. In this section,
we give a brief overview of langauge modeling.
Language models are one of the pillars of state-of-
the-art natural language processing pipelines. It has
been well established that training these models at
scale on large public corpora makes them adaptable
to a wide range of downstream tasks (Bommasani
et al., 2021).

Two widely used pre-training objectives are
auto-regressive (AR) language modeling (Radford
et al., 2018, 2019), and masked language mod-
eling (MLM) (Devlin et al., 2019a; Liu et al.,
2019). AR language modeling is based on mod-
eling the probability distribution of a text corpus
by decomposing it into conditional probabilities of
each token given the previous context. Specifically,
the distribution P (x1, x2, . . . , xn) of a sequence
of tokens (x1, x2, . . . , xn) can be factorized as
P (x1, x2, . . . , xn) = Πn

i=1P (xi|x1, x2, . . . , xi−1)
using the Bayes rule. A neural network is then
trained to model each conditional distribution. We
note that such a decomposition only captures the
unidirectional context.

On the other hand, the MLM pre-training ob-
jective can utilize the bidirectional context since
it is based on replacing a certain portion of tokens
by a special symbol [MASK] and the model is
trained to recover the original tokens at these cor-
rupted positions. This bidirectional context infor-
mation often carries useful signal on downstream
language understanding tasks such as text classifi-
cation tasks, leading to improved performance for
models trained with MLM pre-training objective.

3 Related Work

The ultimate goal of training language models is
to model the underlying distribution of a language,
which should not require the memorization of train-
ing samples. However, recent results have shown
that such memorization occurs in language models
(Carlini et al., 2019; Zanella-Béguelin et al., 2020;
Carlini et al., 2021; Inan et al., 2021; Mireshghallah
et al., 2021; Carlini et al., 2022). In fact, when the
data distribution is long-tailed, memorization might
be necessary to achieve near-optimal accuracy on

the test data (Feldman, 2020; Brown et al., 2021).
Leakage of memorized content can cause privacy
violations, especially in the case where the content
can be linked to an individual (Art. 29 WP, 2014).
There is a wide range of data leakage detection
and prevention techniques for document classifica-
tion in the literature, e.g., (Alneyadi et al., 2013;
Katz et al., 2014; Alneyadi et al., 2015). However,
several challenges and limitations are identified
with these techniques (Alneyadi et al., 2016; Cheng
et al., 2017).

In the case of language models trained with AR
objective, the model learns to predict each and ev-
ery next token given a sequence of tokens, which
can theoretically lead to the leakage of the whole
sequence if it is memorized by the model. (Car-
lini et al., 2021) has shown a successful extraction
of memorized data, including various personal in-
formation from the GPT-2 model (Radford et al.,
2019) belonging to this family.

For language models trained with MLM objec-
tive, the story has been different so far. For instance,
(Lehman et al., 2021) shows that it is not easy
to extract sensitive information from the BERT
model (Devlin et al., 2019a) trained on private clin-
ical data. This can be attributed to the fact that
the MLM objective only targets a small portion of
[MASK] tokens randomly replaced in the training
set, as opposed to all the tokens in the AR setting.

Other forms of privacy leakage include member-
ship inference, which has been widely explored
in vision and text scenarios (Shokri et al., 2017;
Yeom et al., 2018; Long et al., 2018; Truex et al.,
2018; Song and Shmatikov, 2019; Nasr et al.,
2019; Sablayrolles et al., 2019; Hayes et al., 2019;
Salem et al., 2019; Leino and Fredrikson, 2020;
Choquette-Choo et al., 2021; Shejwalkar et al.,
2021), and property inference (Ganju et al., 2018;
Zhang et al., 2021; Mahloujifar et al., 2022).

4 This Work: Text Classification

In this work, we turn our attention to the text classi-
fication setting, which spans a wide range of down-
stream applications (Minaee et al., 2021). Often
times pre-training a language model is performed
on large public datasets while fine-tuning requires
a much smaller task-specific dataset whose privacy
requirements might be much more strict. To the
best of our knowledge, this setting has been largely
unexplored and our goal is to understand potential
privacy leakage in this setting.
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In a text classification problem, the input is a
sequence of tokens x = (x1, x2, . . . , xn) with a
corresponding class label y ∈ {1, 2, . . . , C} where
C is the number of classes. A model is trained to
learn the relation between the input text and the cor-
responding class label. From a training data extrac-
tion perspective, the challenge of this setting is that
here the goal is to maximize the log-likelihood of
the correct class label (i.e. logP (y|x)), therefore,
there is no language modeling involved among the
tokens of the sequence x. Although we cannot
leverage the approaches introduced in prior work,
it is also not clear a priori whether one can extract
training data given the partial knowledge of the to-
kens and the label with query access to the model.

5 Threat Model and Testing
Methodology

Similar to prior work (Shokri et al., 2017; Carlini
et al., 2019), we assume black-box access to the tar-
get model, where it receives a sequence of tokens
and outputs a class prediction with its correspond-
ing likelihood. Our goal is to investigate whether
it is possible to extract the remaining tokens given
partial information about a sequence under this
black-box access to the target model.

This framework encompasses both a malicious
attacker who has partial information about personal
data points and aims to fully reconstruct it by fid-
dling with the target model, and any individual who
audits a target model to detect any unauthorized
use of personal data (Song and Shmatikov, 2019)
(or to check whether a model owner has actually
complied with data deletion requests). We choose
to focus on the latter case since it allows the data
owner to inject “special” sequences into their data
that would strongly indicate unauthorized use of
personal data if a successful reconstruction is pos-
sible through the target model.

Similar to (Thakkar et al., 2021), we inject se-
quences of randomly selected tokens (with corre-
sponding labels) into the training set. This mimics
the existence of out-of-distribution data that is not
pertinent to the learning process. We consider a
testing procedure in which the goal of the extrac-
tion algorithm is to retrieve the last n tokens of a
canary2, where the sample space for each missing
token is the entire tokenizer vocabulary. In the next
section, we propose our extraction algorithm.

2Since the model is bidirectional, this could be any arbi-
trary n tokens in the sequence in general.

6 Proposed Extraction Algorithm

Given a partial sequence with missing tokens, the
core idea of the proposed extraction algorithm is
to choose the tokens such that the corresponding
class label achieves the highest likelihood under
the target model. Consider a canary sequence
x = (x1, x2, . . . , xn) with a corresponding label
y. Given a partial input, we iteratively query the
underlying classification model to reconstruct the
missing tokens. In particular, for a partial sequence
(x1, x2, . . . , xt−1), the extraction algorithm enu-
merates all possible tokens from the vocabulary
V , evaluates the corresponding likelihood of the
label y for each token by querying the classifica-
tion model, and then returns the token that achieves
the maximum likelihood. Formally, xt is evaluated
using the following optimization problem:

xt = arg max
v∈V

P (y|(x1, x2, . . . , xt−1, v)) . (1)

When a canary is repeated a few times in the
training set, the extraction criterion in (1) may not
yield a successful reconstruction of the canary se-
quence. In order to boost the performance of token
extraction, we propose a data-dependent regular-
izer to penalize the tokens with the highest number
of occurrences in the training set, counteracting the
model’s bias towards these tokens. Let C(v) be the
normalized number of occurrences of token v in
the training data3 for v ∈ V . Consequently, the op-
timization problem with the regularized objective
function is given by

xt=arg max
v∈V

P(y|(x1, x2, . . . , xt−1, v))−λ·C(v),

where λ is the regularization coefficient that con-
trols the amount of penalization imposed on the
tokens with frequent occurrences in the training
data.

7 Experimental Evaluation

Dataset: We use the Reddit dataset4. We select
the top 100 subreddits with largest number of reddit
posts. We randomly sample 10000 and 2500 posts
for the training and validation sets, respectively.
The task is topic classification. In particular, given
a user comment, the model is trained to predict the
corresponding subreddit.

3This may be a strong requirement but approximations
can be made via publicly available datasets. However, the
extraction performance does not degrade much by setting
λ = 0 (see Table 2 in Section 7).

4https://huggingface.co/datasets/reddit
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Original Canary Supporting Canary

Subreddit Repetitions Subreddits Repetitions

Table 2 Rarest 100 All Other 1

Subreddits

Table 3 Rarest Varying All Other 1

(1st Column) Subreddits

Table 4 Rarest 100 One Other Varying

Subreddit (1st Column)

Table 1: Information about the subreddits as well as
numbers of repetitions of the original and supporting
canaries for each experiment.

Model: We use the pre-trained BERT base model
(Devlin et al., 2019b). We fine-tune the model for
10 epochs using AdamW optimizer (Loshchilov
and Hutter, 2018) with weight decay 0.01, learning
rate 1e-6, and batch size 32. We apply early stop-
ping and take the snapshot that achieves the best
validation performance to avoid overfitting. The
average performance of the model over 10 runs
with different random seeds is as follows:

• The average training accuracy is 47.69% for a
training set size of 10k samples.

• The average validation accuracy is 42.94% for a
validation set size of 2.5k samples.

Canary Construction: A canary sequence
consists of a number of tokens and an associated
class label. Each token in a canary is sampled
uniformly at random from the BERT tokenizer
vocabulary. We exclude subwords and sample
from the remaining 17k whole words in the
vocabulary. The reason for random sampling of
tokens is to construct out-of-distribution posts with
very high probability. For instance, an example of
a randomly generated canary is “expected Disney
activated Fulton rebel scalp Stark fraud myths
Palestine.” Finally, a canary sequence is inserted
into the training set and repeated multiple times.
This construction of canary sequences enables us
to evaluate the model’s unintended memorization
of training data.

Intuitively, the most successful extraction is
likely to occur within the rarest subreddit because
there is more capacity for memorization. Hence,
we insert a canary sequence of 10 randomly se-
lected tokens into the rarest subreddit with 100
repetitions. This will be the original canary for
which we would like to perform token extractions.
Our first observation is that given the first 7 to 9

Success Rate

λ Last Token Last 2 Tokens Last 3 Tokens

0 0.8 0.2 0
0.01 0.9 0.3 0
0.1 0.7 0.1 0
1 0.3 0.1 0

10 0.1 0 0

Table 2: Successful extraction rates of the proposed al-
gorithm on the last 1 to 3 tokens for different values
of the regularization parameter λ. The original canary
is inserted 100 times in the rarest subreddit, while the
supporting canary is inserted only once in all other sub-
reddits. Random guess rate is only 0.0058 for the last
token and 3.4e-5 for last 2 tokens.

tokens, the model is already confident in the corre-
sponding label, and hence the missing token(s) do
not exhibit themselves in our optimization. In par-
ticular, P (y|(x1, x2, . . . , x9, v)) has similar values
for all v ∈ V . Therefore, we inject one sequence
into all other subreddits where the first 7 to 9 to-
kens are fixed, and the missing token(s) are chosen
differently at random. These are called supporting
canaries since they are not meant to be extracted,
but enable the missing token(s) in the original ca-
nary to be crucial for maximizing the likelihood
of the corresponding label, and hence the perfor-
mance of the reconstruction is significantly boosted.
Table 1 shows detailed information about the orig-
inal and supporting canaries for each experiment
whose results are presented next. The success of
reconstruction is defined by the appearance of the
missing token(s) in the top-k generation of the algo-
rithm for a beam size k. Note that each experiment
is run 10 times and the average success rate is re-
ported. In Table 2, we present the results of the
aforementioned experiment with k = 100. It is
evident that the proposed algorithm achieves sig-
nificant success rates for the extraction of a few to-
kens. However, it fails to reconstruct beyond more
than two tokens since the search space becomes
exponentially larger.

Table 3 presents the extraction results for the last
token for various repetitions of the original canary
and beam sizes. The supporting canary is inserted
only once in all subreddits except the rarest. Al-
though high repetition improves the success rate of
our algorithm, which aligns well with the findings
that memorization is exacerbated by duplication
of a sequence (Kandpal et al., 2022; Carlini et al.,
2022), low repetition still resurfaces the missing
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Original Canary Success Rate

Repetitions Beam Size Our Algo. Random Guess

100 50 0.7 0.0029
50 50 0.5 0.0029
25 50 0.1 0.0029
10 50 0 0.0029
100 100 0.9 0.0058
50 100 0.5 0.0058
25 100 0.3 0.0058
10 100 0.1 0.0058
100 200 1 0.0117
50 200 0.9 0.0117
25 200 0.4 0.0117
10 200 0.2 0.0117

Table 3: Successful extraction rates of the proposed al-
gorithm compared to random guessing on the last token
for various repetitions of the original canary and beam
sizes. The supporting canary is inserted only once in
all subreddits except the rarest. We set λ = 0.01.

token if the algorithm generates a larger number of
candidates (i.e., larger beam size).

Instead of inserting one supporting canary into
all subreddits except the rarest, we next investigate
the insertion of a supporting canary into only one
other arbitrarily chosen subreddit. Here we fix
100 repetitions of the original canary in the rarest
subreddit and vary the repetition of the supporting
canary in a different subreddit. Table 4 shows the
extraction results for this experiment for various
repetitions of the supporting canary and beam sizes.
We can see that extraction is possible even when
a canary is inserted into the rarest subreddit only,
as shown in the last part of Table 4. However,
the success rate improves greatly when we inject
a supporting canary into another subreddit. The
repetition we use for the subreddit does not seem to
have an effect on the success rate of the extraction
of the original canary.

8 Conclusion and Future Work

In this work, we studied the problem of uninten-
tional memorization in a text classification setting.
We developed an algorithm to extract unknown to-
kens of a partial text via access to the underlying
classification model. Through experimental stud-
ies, we demonstrated the efficacy of the proposed
extraction algorithm over random guessing.

Our experimental setting provides preliminary
results and is subject to further exploration in future

Supporting Canary Success Rate

Repetitions Beam Size Our Algo. Random Guess

99 50 0.5 0.0029
99 100 0.5 0.0058
99 200 0.5 0.0117
50 50 0.4 0.0029
50 100 0.4 0.0058
50 200 0.5 0.0117
25 50 0.4 0.0029
25 100 0.5 0.0058
25 200 0.5 0.0117
0 50 0.1 0.0029
0 100 0.1 0.0058
0 200 0.1 0.0117

Table 4: Success rates of extracting the last token un-
der the proposed algorithm and random guess for vari-
ous repetitions of the supporting canary and beam sizes.
The original canary is inserted 100 times in the rarest
subreddit. We set λ = 0.

work. In particular, we injected the original canary
into the rarest subreddit. In general, it would be
interesting to range from the rarest to the most pop-
ular subreddit. We also used random tokens for
canary construction, and it is of importance to ex-
tend it to more organic canaries. Finally, we leave
investigating the effect of formal privacy guaran-
tees, such as differentially private model training
(Abadi et al., 2016), to future work.

9 Ethical Impact

This work explores the privacy implications of a
text classification setting in which training is per-
formed on sensitive and private data. We inves-
tigate whether data leakage is feasible under this
setting. We believe that this work is a first step
in determining the susceptibility of the underlying
text classification model to privacy leakage and de-
tecting unauthorized use of personal data. Both the
dataset and the model are publicly available.
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