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Abstract

Related tasks often have inter-dependence on
each other and perform better when solved
in a joint framework. For e.g., emoji ¥ can
help in the prediction of joy (happy) emotion
and positive sentiment while @ can help in the
prediction of angry, sad emotion and negative
sentiment and so on. In this paper, we inves-
tigate the relationship between emojis, senti-
ment, and emotion by developing a multitask
neural framework that performs emoji predic-
tion (primary task) with the help of sentiment
and emotion and their intensities (the auxiliary
tasks). For our task at hand, we use the al-
ready available dataset (Emoji Analysis task
@ SemEval 2018) which contains, along with
tweets, emojis (¥ @©) that conveys positive
sentiment in general. We create an enriched
version of this dataset named as SEEmoji (Sen-
timent and Emotion aware Emoji dataset) by
collecting tweets, diverse emojis and labeling
with the different kinds of sentiment and emo-
tion classes. Empirical results on the SEEmoji
dataset demonstrate that the proposed multi-
task framework yields better performance over
the single-task learning.

1 Introduction

Humans are driven by emotions and, in everyday
life, emotional outburst can be seen in various
forms. With the popularity and growth of social
media, people have access to the numerous plat-
forms to voice their views, give opinions, and also
express their feelings. With the advancement in
artificial intelligence (Al), social media platforms
such as Twitter, Facebook, Instagram etc. have
brought people closer and, simultaneously, pro-
vided an opportunity to express their emotions in
the best possible way. Presently, the number of
users on social media worldwide is 3.81 billion '
First three authors have equal contributions

"https://www.statista.com/statistics/278414/number-of-
worldwide-social-network-users/

No. | Utterances | Emoji | Sent | Emotion

1 | LoL @ West Covina, California = Pos Joy
2 | Momma @ Disney’s Magic Kingdom Pos Joy
3 | sooo sick of the snow ughh w Neg Anger
4 | People make me sick » Neg | Disgust
5 | Some are just so selfish @ Neg | Disgust

Table 1: Example to show the relationship between
emoji, sentiment, and emotion.

and this number is increasing day-by-day. In ad-
dition, in recent times, social media users’ writing
patterns have also changed. They increased the use
of pictographs, called emojis, along with the text,
to make the message descriptive and lively.

Emoji is an essential aspect of daily conversa-
tion and adds more sense to language. Emoji is
often used to convey thinly veiled disapproval hu-
morously. This can be easily depicted through the
example - “Some are just so selfish @.”. This tweet,
at an outer glance, conveys that the person is ex-
tremely sad with some people’s behaviour. But
careful observation of the sentiment and emotion
of the person helps us understand that the person
is disgusted with these type of selfish people and
has a negative sentiment during the tweet (c.f. 5"
tweet in Table 1).

Similarly, in this tweet, “Momma @ Disney’s
Magic Kingdom + ”, the girl is extremely pleased
after coming @ Disney’s Magic Kingdom and care-
ful observation of the sentiment and emotion of
the girl helps us understand that the girl conveys
joy (happy) emotion and positive sentiment in the
tweet (c.f. 2"¢ tweet in Table 1). This is where
sentiment and emotion come into the picture.

In this paper, we exploit these relationships to
make use of sentiment and emotion of the tweet for
predicting emoji in a multi-task manner. The main
contributions and/or attributes of our proposed re-
search are as follows: (1.) We propose an atten-
tion based multi-task learning framework for emoji,
sentiment, and emotion analysis. We leverage the



utility of sentiment and emotion and their respec-
tive intensities of the tweet to predict the emoji and
vice versa. (2.) We crawl Twitter for additional
tweets and extend the available dataset (i.e., Emoji
Analysis task @ SemEval 2018). We manually add
suitable emojis (@@ @@) to the extended dataset
and make it rich with all the types of emojis. We
further annotate the complete dataset with senti-
ment and emotion labels. We term the extended
dataset as SEEmoji: Sentiment and Emotion aware
Emoji dataset. (3.) We present the state-of-the-art
for emoji prediction in multi-task scenario.

2 Related Work

Review of the existing research (Barbieri et al.,
2018; Jin and Pedersen, 2018; Wang and Peder-
sen, 2018; Eisner et al., 2016; Zhou and Wang,
2017; Al-Halah et al., 2019; Felbo et al., 2017;
Chen et al., 2018b; Cappallo et al., 2018; Yeh et al.,
2019; Chen et al., 2018a; Cowie et al., 2001) sug-
gests that emoji, sentiment and emotion analysis
are important areas in the field of Natural Language
Processing (NLP).

Emoji Analysis With the rampant usage of
emoticons, the task of predicting emotions has be-
come an important and essential task. Recently,
authors in (Barbieri et al., 2017) proposed several
Long Short Term Memory (LSTM) based frame-
works for single label emoji prediction. In (Barbi-
eri et al., 2018; Jin and Pedersen, 2018; Wang and
Pedersen, 2018), the authors proposed a classifier
for multi-lingual emoji prediction for English and
Spanish languages. The authors in (Eisner et al.,
2016) released emoji2vec pre-trained embeddings.
As emoticons are extensively used, therefore many
researchers have focused on its usage in different
works such as for emoji recommendation in instant
messages (Guibon et al., 2018), emoji sense disam-
biguation (Wijeratne et al., 2017), understanding
crisis events (Santhanam et al., 2019), building
emotion classifiers (Hussien et al., 2019), senti-
ment analysis (Al-Halah et al., 2019; Felbo et al.,
2017; Chen et al., 2018b) and emotional response
generation (Zhou and Wang, 2017). Lately, Ma
et al. (2020) proposed transformer based network
for multi-label emoji prediction.

Sentiment Analysis Sentiment analysis refers to
detecting the polarity (i.e, positive, negative, or neu-
tral) within a piece of text, be it a sentence, a para-
graph, or a complete document. (Munikar et al.,
2019) used BERT framework for fine-grained senti-

ment analysis and have shown that how effective is
transformer for the NLP tasks. In other work, a doc-
ument embedding using cosine similarity instead
of dot product was employed for document-level
sentiment analysis in (Thongtan and Phienthrakul,
2019). Sentiment classification is the task of iden-
tifying the opinion expressed in text and labeling
them as positive, negative, or neutral (Medhat et al.,
2014). This task has many important applications
such (i) as improving the customer service by an-
alyzing their reviews; and (ii) extracting opinions
from tweets (Smailovic et al., 2013), etc.
Emotion Analysis Analyzing the emotion prop-
erly also plays a significant role, like sentiment
analysis, for taking better decision in many do-
mains. Chen et al. (2018a) released a dataset taken
from Friends TV series for detecting emotions in
dialogues. Similarly, an attention framework was
designed for identifying emotions in spoken dialog
systems in (Yeh et al., 2019). Emotion classifi-
cation (Cowie et al., 2001) is closely related to
sentiment classification and deals with identifying
the emotion in the text. However, the differences
between emotion classes are much subtler than
that of sentiment classes, which makes emotion
classification a harder task. Recent methods have
demonstrated that training a neural network jointly
for both emotion and sentiment classification tasks
is beneficial for both the tasks (Akhtar et al., 2018).

Our current work differentiates from the existing
works on emoji prediction as we aim to leverage
the sentiment and emotion and their respective in-
tensities information for solving the problem of
emoji detection in a multi-task framework and vice
versa. We demonstrate through a detailed empiri-
cal evaluation that emoji detection can be improved
significantly if we are successful in leveraging the
knowledge of emotion and sentiment using an ef-
fective multi-task framework.

Data collection and processing: Emoji
Analysis task @ SemEval 2018 (Barbi-
eri et al.,, 2018) dataset consists of approx.
5.3L tweets, and each tweet is accompa-
nied by one emoji label out of 20 emojis
(2QTOEHOOLSVOVLVS G
E@imel). These tweets were retrieved with Twitter’s
API and geolocalized in the United States (En-
glish). The tweets were gathered from October
2015 to February 2017. We show some of the
examples in Table 2.

We hypothesize that emoji is closely related to



No. | Utterances
1 LoL @ West Covina, California =
2 | Momma @ Disney’s Magic Kingdom

3 | "A daughter is a gift of love." #family @ Vander Veer L4
Botanical Park

Emoji

4 | Free mornings spent at the beach with my girl are v
some of my favourite mornings #beach

5 | Our sign is up! So awesome to see it all coming to
life... Right before my eyes #makeuplounge

Table 2: Some examples from Semeval dataset.

Figure 1: Word cloud for Semeval dataset

sentiment and emotion. Sentiment analysis deals
with determining the opinion (i.e., positive, nega-
tive, and neutral) expressed by a person for a topic,
event, product, or a service. While, emotion analy-
sis deals with determining the emotion displayed
by a person on a topic, event, product or service
(i.e., angry, disgust, fear, joy, sad, and surprise).
But the emojis present in SemEval dataset are lim-
ited. The sentiment they reflect is positive, and
the emotions displayed are joy and surprise. There
are no negative sentiment emojis, for e.g. @ (high
anger), @ (low anger) @ (disgust), etc., are in this
dataset. We show the word cloud corresponding
to the SemEval dataset in Figure 1 which shows
the positive nature of the dataset. To avoid this
issue, we download the negative sentiment oriented
tweets (approx. 2.03L) with Twitter API by using
#Angry, #Disgust, #Fear, and #Sad and filter out
the irrelevant tweets manually. We show the word
cloud for the downloaded tweets which show their
negative polarities.

Figure 2: Word cloud for extended dataset with negative
emojis

We manually add one of the seven emojis @

(high anger), @ (low anger), & (disgust), @ (low

fear), @ (high fear), @ (low sad), @ (high sad)
as suitable for each tweet. We also show some
example in Table 3.

| Utterances | Emoji
s000 sick of the snow ughh ©
2 | Damn vending machine. My skittles got stuck and i @
can’t get them out. Can this day get any worse?
3 | People make me sick a
4 | Awww god'"this fucking flu... ugh
5 | Some are just so selfish 2

Table 3: Some downloaded samples with negative emo-
jis

We then extend the SemEval dataset with these
additional tweets and further annotate the com-
plete dataset with sentiment and emotion labels
(c.f. Table 1). We term the extended dataset as
SEEmoji: Sentiment and Emotion aware Emoji
dataset. We show the word cloud for the SEEmoji
dataset which shows the positive and negative na-
ture of the dataset.

> Thank

user

user

Figure 3: Word cloud for SEEmoji dataset

Sentiment Sentiment analysis deals with deter-
mining the polarity of the opinion expressed by a
person on a topic, event, product or service. So,
we consider three sentiment classes, namely posi-
tive, negative and neutral to annotate the tweet. We
show some examples in Table 1. We show the over-
all ratio of positive, negative and neutral classes in
Table 4. We also show the distribution of sentiment
in terms of train set, vaild set, and test in Figure 4.

300000 30000 40000
30000
200000 20000
20000

100000 10000
10000

Positive Neutral Negative Positive Neutral Negative Positive Neutral Negative

(a) Train set. (b) Dev set. (c) Test set.

Figure 4: SEEmoji dataset: distribution of sentiment in
terms of train set, valid set, and test set.

Emotion Emotion analysis deals with determin-
ing the emotion displayed by a person on a topic,
event, product or a service. We annotate each tweet



with six emotion values, viz. angry, disgust, fear,
joy, sad, and surprise. We show some example in
Table 1. Table 4 shows the overall ratio of emotion
labels. We also show the distribution of emotion
in terms of train set, vaild set, and test in Figure
5. We divide the SEEmoji dataset into three sets

300000 30000 40000

30000
200000 20000
20000

100000 10000
10000

0 0 o
Ag Dg Fr Hp Sd S Ag Dg Fr Hp Sd Sr Ag Dg Fr Hp Sd Sr

(a) Train set. (b) Dev set. (c) Test set.

Figure 5: SEEmoji dataset: distribution of emotion in
terms of train set, valid set, and test set.

i.e., train set, development set (dev set), and test
set. We show the dataset statistics in Table 4.

.. SEEmoji Dataset
Statistics Train Dev Test
#Tweets 575268 63589 94589
#Positive | 289816 26171 28059
#Neutral | 163828 24741 39496
#Negative | 121624 12677 27034
#Anger 38097 3444 6174
#Disgust 7615 1756 1999
#Fear 44705 5711 8524
#Happy 270080 26024 24655
#Sad 108771 14629 41229
#Surprise | 106000 12025 12008

Table 4: Dataset statistics with sentiment and emotion.

Annotation Guidelines We extend the dataset
by including negative tweets in the given dataset as
we have described above. We employ three gradu-
ate students highly proficient in English language
with prior experience in labeling emoji. The guide-
lines for annotation, along with some examples,
were explained to the annotators before starting
the annotation process. Then, we annotate all the
tweets with emojis. A majority voting scheme was
used for selecting the final emoji label. We achieve
an overall Fleiss’ (Fleiss, 1971) kappa score of
0.81, which is considered to be reliable. We further
annotate the sentiment and emotion labels using
pre-trained models. We use TextBlob? for annotat-
ing sentiment and twitter-emotion-recognition® for
annotating emotion corresponding to each tweet.

nttps://textblob.readthedocs.io/en/
dev/

Shttps://github.com/nikicc/
twitter-emotion-recognition

3 Proposed Methodology

In this section, we describe our proposed method-
ology*. We depict the overall architecture in Fig-
ure 6. We aim to leverage the sentiment and emo-
tion information for solving the problem of emoji
detection in a multi-task framework, and vice versa.
Conneau et al. (2019) developed XLLM-RoBERTa
(Conneau et al., 2019), a general-purpose sentence
representation and an enhanced version of mBERT
and XLM ((Lample and Conneau, 2019);(Devlin
et al., 2018)). XLM-RoBERTa model pre-trained
on 2.5TB of filtered CommonCrawl data contain-
ing 100 languages.

E

[ XLM-RoBERTa ]

Concat

i

=3

FC Layer

Emotion ]

i

[ XLM-RoBERTa ]

i)

Input Text

Figure 6: Proposed model

We pass the input sequence through a XLM-
RoBERTa to obtain the hidden representations for
emotion, sentiment. After getting the hidden repre-
sentation from the linear layer, we concatenate the
hidden representation and different tasks outputs.
We then send this concatenated output to another
XLM-RoBERTa layer to get the output for Emoji
task. For finding single task result we use single
XLM-RoBERTa encoder and get the output.

Multi-task loss function L.1:The main objective
of our loss function is to teach the model how to
weight the task specific losses. For this, we adopt a
principled approach to multi-task deep learning that
considers the homoscedastic uncertainty” (Kendall

*We will release the code and data.

3 Aleatoric uncertainty that is not reliant on the input data
is known as task dependant or homoscedastic uncertainty. It is
not a model output, but rather a number that is constant across


https://textblob.readthedocs.io/en/dev/
https://textblob.readthedocs.io/en/dev/
https://github.com/nikicc/twitter-emotion-recognition
https://github.com/nikicc/twitter-emotion-recognition

et al., 2018) of each task while weighing multiple
loss functions.

Li=) Wil (0

Where i defines the different tasks (i.e. emotion,
sentiment and their respective intensities). The
weights are updated using back-propagation for
specific losses for each tasks. For emotion and
sentment we use CrossEntropyLoss and for their
intensities we use MSE loss function.

For Ly we use CrossEntropyLoss for finding best
possible emoji for given tweet.

The total loss is:

Ltotal = Ll + L2 (2)

4 Experiment results and analysis

In this section, we discuss about experimental
setup, experiment results, and analysis.

4.1 Experimental Setup

We address three different tasks i.e. emoji, senti-
ment, and emotion analysis in a multi-task frame-
work. We define the following experimental setups.

Emoji Classification (EM): There are twenty
seven different emojis in the SEEmoji dataset and
only one emoji is associated with each tweet.

Sentiment Intensity (S): There are three senti-
ment classes associated with each tweet (i.e., neg-
ative, neutral, positive) and each sentiment value
lies in the range of [-1,1].

Sentiment Classification (S¢): There are three
sentiment classes associated with each tweet i.e.,
negative (value < 0), neutral (value = 0), and
positive (value > 0).

Emotion Intensity (Ey): There are six emotions
associated with each tweet (i.e., anger, fear, disgust,
joy, sad, and surprise) and each emotion value lies
in the range of [0,1].

Emotion Classification (E¢): We, at first, find
the maximum value among six emotions then put
one at the maximum place and zero for rest places.

We implement our proposed model in PyTorch®,
a Python-based deep learning library. We perform
grid search to find the optimal hyper-parameters
(c.f. Table 5). As evaluation metrics, we use accu-
racy and F1-score for the classification problems,
while for the intensity prediction task, we compute
all input data and changes between tasks. As a result, it is

known as task-dependent uncertainty.
*https://pytorch.org/

the mean square error (MSE), mean absolute error
(MAE), pearson correlation scores (P-corr), and co-
sine similarity (Cos) to show the performance of
our proposed model. We use Adam as an optimizer.

Parameters ‘ SEEmoji Dataset
XLM-RoBERTa ’xIm-roberta-base’ ,Dropout=0.05

FC 2*768, Dropout=0.05

Activations ReLu as activation for our model

Output Softmax (EM, S¢, E¢), tanh (Sy), & sigmoid (Er)
Optimizer Adam (Ir=0.001)

Model Loss Cross-entropy (Classification) & MSE (Intensity)
Batch 32

Epochs 50

Table 5: Hyper-parameters for our experiments where
N, D, S¢, S, Ec, and Ej stands for #neurons, dropout,
sentiment classification, sentiment intensity, emotion
classification, and emotion intensity, respectively.

We use Softmax as a classifier for emoji, sen-
timent and emotion classification, and optimize
the cross entropy loss. For sentiment and emotion
intensity, we use fanh and sigmoid activation, re-
spectively, on the output layers, and optimize the
mean-squared-error (MSE) loss.

Results and Analysis. We evaluate our pro-
posed approach for all the possible combinations

of the tasks which are as follows:

Uni task learning (UTL): A separate model is
trained for all different dimensions i.e., emoji clas-
sification (Emoji), sentiment classification (S¢),
sentiment intensity (S7), emotion classification
(E¢), and emotion intensity (£7). Dual task learn-
ing (DTL): Two tasks (i.e., emoji and sentiment
or emoji and emotion etc.) are trained together (c.f.
DTL in Table 6). Tri task learning (TTL): Three
tasks (i.e., emoji, sentiment, and emotion etc) are
trained together (c.f. TTL in Table 6).

Emoji Classification (£*) We show the emoji
classification results in Table 6. For TTL, our model
achieves 7.99% and 4.77% improvement in F1-
score compared to UTL and DTL, respectively. We
see similar improvement in accuracy also. We ob-
serve that the proposed approach yields better per-
formance for the TTL than the DTL and UTL. This
improvement implies that our proposed hypothesis
is correct and very effective. We also present the
bar-chart to show the improvement in Figure 7.

Sentiment Classification (S-) We show the sen-
timent classification results in Table 7. For TTL, our
model achieves 4.68% and 2.93% improvement in
F1-score compared to UTL and DTL, respectively.
We see similar improvement in accuracy also. We


https://pytorch.org/

Tasks H F1-score | Accuracy

UTL EM 4530 48.23
Sc + EM 47.26 48.63

Sr+ EM 48.52 50.28

DTL Ec+EM 46.45 49.29
Er+EM 46.12 51.32
Sc+FEc+E™| 5329 55.86

TTL | S¢ + Ep + EM 50.39 51.32
Sr+ Ec+ EM 50.37 52.36

Table 6: Emoji classification results

M Fi-score M Accuracy
48

46

4
-1 M.l ini
w0 =" .

Sc+Em SI+Em Ec+Em EI+Em  Sc+Ec+Em Sc+EMEm SI+Ec+Em

»

IS

Figure 7: Bar chart for emoji classification which shows
the improvement over UTL and DTL.

observe that the proposed approach yields better

performance for the 77L than the DTL and UTL.

Thus, we can say emoji and emotion class F¢ are
helping to sentiment class (S¢). We also present
the bar-chart to show the improvement in Figure
Oa.

Tasks H F1-score ‘ Accuracy
UTL Sc 91.93 93.95
DTL Sc + EM 94.61 95.54
TTL | Sc + Ec + EM 96.61 97.54

Table 7: Sentiment classification results

Sentiment Intensity (S;) We show the senti-
ment intensity results in Table 8. We report the
results for metrics’ MSE, MAE, P-corr, and cos.
We observe that the proposed approach yields bet-
ter performance for the 77L than the DTL and UTL.
We present the bar-chart to show the improvement
in Figure 8.

Tasks H MSE ‘ MAE ‘ P-corr ‘ Cos
UTL Sy 0.51 | 047 0.66 | 0.68
DTL S;+ EM 049 | 042 | 069 |0.72
TIL | S;+ Ec+EM | 043 | 0.40 0.71 | 0.74

Table 8: Sentiment intensity results

Emotion Classification (F~) We show the emo-
tion classification results in Table 9. Similar to
sentiment classification, we observe that the pro-
posed approach yields better performance for the

"Please note that while higher values of Pearson score
and Cosine similarity are the indicators of better performance,
lower values of mean-squared-error (MSE) and mean-absolute-
error (MAE) correspond to the better performance

B VSE W MAE M P-corr M Cos
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SI+Em SI+Ec+Em SI+Em SI+Ec+Em
(a) MSE and MAE. (b) P-corr and cos.

Figure 8: Bar chart for sentiment intensity which shows
the improvement over UTL and DTL.

TTL than the DTL and UTL. We present the bar-
chart to show the improvement in Figure 9b.

Tasks | F1-score | Accuracy
UTL Ec 68.80 69.37
DTL Ec+ EM 73.82 77.39
TTL | Sc+ Ec+ EM || 7523 77.84

Table 9: Emotion classification results.

M Fi-score WM Accuracy
98 78

B Fi-score M Accuracy

96

76
74
94
72
92 . 70
% . --

Sc+Em  Sc+Ec+Em Ec+Em  SI+Ec+Em

(a) Sentiment Classification. (b) Emotion Classification.

Figure 9: Bar chart for sentiment intensity which shows
the improvement over UTL and DTL.

Emotion Intensity (F;) We show the emotion
intensity results in Table 10. Similar to sentiment
intensity, we observe that the proposed approach
yields better performance for the 77L than the DTL
and UTL. We present the bar-chart to show the
improvement in Figure 10.

Tasks | MSE | MAE | P-corr | Cos
UTL B 084 [ 076 | 051 [053
DTL | E;+EM 081 | 074 | 052 | 054
TIL | Sc+ E;+EM || 073 | 0.66 | 0.61 | 0.65

Table 10: Emotion intensity results

W vSE W MAE W P-corr M Cos

0.85 0.65
0.80
0.60

0.75 I I

I I I 0.55
0.70 .
0.65 — 0.50 _. m

EI+Em Sc+EI+Em EI+Em Sc+EI+Em
(a) MSE and MAE. (b) P-corr and cos.

Figure 10: Bar Chart for Emotion Intensity which shows
the improvement over UTL and DTL.



Emoji Sentiment Emotion
Tweets Class | Class | I ity | Class Ag D FrIntensny Ty Sd Sr
Actual 2 Neg | -023 | Dg 0.21 0.53 0.00005 0.001 0.114 | 0.143
UTL (S, E, EM) Neg | -0.051 | sr 0.012 0.316 0.0 0.00002 0.10 0.13
Hates prank calls. DTL (5S¢, E{‘[) Neg - - -
T Especially when they’re DTL (S, EM) v - -0.010 - -
Y| from pple who sound like DTL (E¢, EM) ® - - Ag -
terrorists. DIL (E;, BM) - - - 041 [ 051 00000001 | 0.00022 | 0.06 | 0112
TTL (Sc, Ec, EM) @& Neg - Dg -
TTL (S¢, By, EM) a Neg - Dg 018 [ 041 | 00 0000031 010 [ 01305
TTL (S;, Ec, EM) @ Neg -0.16 Dg -
Actual © Pos | 0.1666 | Jy 0.00007 | 0.00002 | 0.0005 0.88 0.001 0.11
UTL (S, E, EM) e Pos | 0.0042 | Sr 0.00002 | 0.016 0.0 042 ] 0.000023 | 0.024
One of this weekends DTL (Sc, EM) > Pos _ _ _
. WEdl'fl}jlgS. L()w/’, red flowers DTL (S}, EM) ° N 049 N N
5 | on white cakes! DIL (Eo. EV) ) . . S "
#katscakesnola
tnolawedding DTL (Er, EM) B - - - 0.0021 | 0.0013 | 00003 | 049 [ 006 | 0.0058
TTL (Sc, Ec, EM) 4 Pos - Jy -
TTL (S¢, Er, EM) | ® | Pos - Jy 0.0 0000011 0.00001 | 062 | 0.00089 | 0.105
TTL (S;, Ec, EM) v Pos 0.067 | Jy -
Actual ©@ | Neg | -0.2125 || Ag 0.962 0.003 01 0.003 0.01 0.009
UTL (S, E, EM) = Pos 0.025 | sr 0.42 0.001 0.003 0.0002 0.20 | 0.0051
DTL (S¢, EM) © Pos - - -
T Coach made me shave. DTL (SI,EM) © - -0.031 - -
3 | That made me mad. haa DTL (E¢, EM) - - Sr -
DTL (Er, EM) S - - - 031 [ 0021 | 0003 [ 00012 [ 0.0013 ]0.00058
TTL (Sc, Ec, EM) ® Neg - Ag -
TIL (So, BEr, BM) | @ | Neg - Ag 0.829 ] 000121 | 005 [ 0002 [ 00074 [ 0.0038
TTL (S, Ec, EM) ® Neg | -0.167 | Ag -
Actual V | Pos | 0431 | Sd 0.003 | 0.0001 0.007 0.09 0.851 0.12
UTL (S, E, EM) B Pos 0.31 Ty 0.001 | 0.00051 23 0.05 0.34 0.092
I can’t wait to see this cutie DTL (Sc, ) - Pos - - -
7, in a couple of days. I miss DTL (51, EM) » - 0.351 - -
him so much. DTL (E¢, EM) - - Sd -
#mybaeisinthebay @user DTL (E;, EM) - - - 0.0015 | 00019 | 0006 | 0022 [ 046 [ 0.02
TTL (S¢, Ec, EM) || @ Pos - Sd -
TTL (S¢, By, EM) Pos - Dg 0.0021 | 00041 | 003 ] 00045 | 030 | 0.1l
TTL (St, Ec, EM) © Pos 0.067 | Jy B
Actual Pos | 0376 | Sd 0.0004 | 0.002 | 0.00005 0.001 0.842 | 0.142
UTL (S, E, EM) Pos | 0.0039 |y 0.0002 | 0.00306 | .00001 0.001 0.42 0.11
DTL (S, EM) © Pos - -
O o R 22220 :
5 ’ DTL (E¢, EM) 2 - - Dg -
have no money. o7
DTL (E;, EM) @ - - - 0.00021 ] 0.00047 | 0.0 ] 00002 | 0392 | 0128
TTL (Sc, Ec, EM) Pos - Sd -
TIL (Sc, B, EM) | @ | Pos - Sd 000037 00011 [ 0.00002 | 00013 | 051 | 009
TTL (S, Ec, EM) Pos 0.29 Sd -

Table 11: Qualitative analysis of the Uni task learning (UTL), Dual task learning (DTL) and Tri task learning
(TTL) frameworks. Few error cases where Tri task learning framework performs better than the uni-task and dual
task framework. We also some examples where Tri task learning does not work well with reason. Ag: Anger, Dg:
Disgust, Fr: Fear, Jy: Joy, Sd: Sad and Sr: Surprise. The red colored text shows error in classification, while the
blue colored text reflects predicted intensity values.

5 Error Analysis

In this section, we present the error analysis of our
proposed multitask framework. We stated earlier
that emoji, sentiment, and emotion are highly re-
lated to each other. To show the effect of these
tasks on each other, we take some examples from
SEEmoji dataset (c.f. Table 11). First tweet (17)
in Table 11 "Hates prank calls. Especially when
they’re from pple who sound like terrorists" has
emoji @ with negative sentiment and disgust emo-
tion. Our TTL predicts the emoji correctly while

DTL fails to predict the correct emoji and emotion.
We observe that sentiment and emotion together
help to predict the correct emoji. In other words,
we can say sentiment and emotion also help each
other. While in some tweets, TTL fails to predict
correct emoji, e.g., fifth tweet in Table 11, "@user
I wanna own your business, but I’'m 16 and have
no money." has emoji - but TTL fails to predict =
emoji because of emotion. TTL predicts the cor-
rect emotion as sad and w.r¢. sad TTL predicts the
sad emoji as well. There are twenty seven emojis



and only six emotions which is 4.5 emojis/emotion.
This is the reason behind when TTL does not pre-
dict the correct emoji but predicts sentiment and
emotion correctly.

6 Conclusion

In this paper, we have proposed an effective deep
learning-based multi-task model to simultaneously
solve all the three problems, viz. emoji analy-
sis, sentiment analysis, and emotion analysis. We
used the already available dataset (Emoji Analy-
sis task @ SemEval 2018) which contains, along
with tweets, emojis that convey positive sentiment.
To make the dataset rich with all types of emojis,
we extended it with additional tweets and, accord-
ingly, manually add emojis, as suitable for each
tweet. We further annotated the complete dataset
with sentiment and emotion labels. We term the
extended dataset as SEEmoji: Sentiment and Emo-
tion aware Emoji dataset. Empirical results on
SEEmoji dataset indicates that the proposed multi-
task framework yields better performance over the
single-task learning. During our analysis, we found
that more than one emoji is possible for a given
tweet. So, we will try to make a group of emojis
(multi-emoji) corresponding to each tweet and per-
form multi-label emoji prediction with sentiment
and emotion.
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