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Abstract

Gender bias may emerge from an unequal rep-
resentation of agency and power, for example,
by portraying women frequently as passive and
powerless (“She accepted her future”) and men
as proactive and powerful (“He chose his fu-
ture”). When language models learn from re-
spective texts, they may reproduce or even am-
plify the bias. An effective way to mitigate bias
is to generate counterfactual sentences with op-
posite agency and power to the training. Re-
cent work targeted agency-specific verbs from
a lexicon to this end. We argue that this is in-
sufficient, due to the interaction of agency and
power and their dependence on context. In this
paper, we thus develop a new rewriting model
that identifies verbs with the desired agency
and power in the context of the given sentence.
The verbs’ probability is then boosted to en-
courage the model to rewrite both connotations
jointly. According to automatic metrics, our
model effectively controls for power while be-
ing competitive in agency to the state of the art.
In our evaluation, human annotators favored its
counterfactuals in terms of both connotations,
also deeming its meaning preservation better.

1 Introduction

Gender bias refers to the conscious or unconscious
unequal treatment of people because of being male,
female, or diverse. In natural language text, it man-
ifests in various ways, including the explicit expres-
sion of stereotypes and discrimination as well as
implicit prejudicial or generalized representations
of genders (Hitti et al., 2019; Doughman et al.,
2021). Language models that learn from such text
may reproduce or even amplify the bias (Hovy and
Spruit, 2016). An effective approach to mitigate
this behavior is to reduce bias in the training data
(Hitti et al., 2019). In particular, augmenting the
data with counterfactuals has been shown to effec-
tively reduce bias in language models (Zmigrod
et al., 2019; Lu et al., 2020). Generating counter-

factuals that change the depiction of people through
the choice of words is the focus of our research.

Several works have analyzed gender bias in the
subliminal messages transmitted by the framing of
people’s actions (Sap et al., 2017; Field et al., 2019;
Field and Tsvetkov, 2019; Park et al., 2021). They
suggest that the framing of an action influences how
the reader perceives the acting person behind. The
verb choice can therefore weaken or strengthen the
person under consideration (Rashkin et al., 2016;
Sap et al., 2017), as in the following example:

1. “She desires to get paid.” (weakening) vs.
2. “She demands to get paid.” (strengthening)

To study bias in verb choice, the connotational di-
mensions of agency and power as well as their inter-
actions are particularly important (Sap et al., 2017).
Agency describes how active a person is portrayed:

3. “X chooses their future.” (high agency) vs.
4. “X accepts their future.” (low agency)

Power, on the other hand, describes how much
control a person has with respect to a given setting:

5. “X demands mercy from their opponent.”
(high power) vs.

6. “X begs their opponent for mercy.” (low pow.)

Analyses along these dimensions showed differ-
ences between women and men, reflecting gender
stereotypes, as detailed in Section 2. For agency-
related bias, Ma et al. (2020) created a model that
rewrites sentences into a desired agency using the
connotation frame lexicon of Sap et al. (2017). We
argue that an agency lexicon is not enough to gener-
ate counterfactuals, due to the interaction of agency
and power and their dependence on context. Espe-
cially, power remains untackled so far.

In this paper, we study how to generate coun-
terfactuals for gender bias mitigation by rewrit-
ing sentences jointly in terms of both agency and
power—while preserving meaning as much as pos-
sible. We hypothesize that simply extending an
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agency rewriting model by the power connotation
is insufficient to successfully change both conno-
tations of input sentences. Instead, we propose a
new model that refines the rewriting process in two
ways: First, we determine verbs that are not only
similar to the original verb but also have the desired
target connotations, by classifying their agency and
power within the context of the input sentence. We
expect that this results in verbs that allow for a more
cohesive sentence rewriting. Second, we boost the
generation probability of these verbs for both con-
notations, encouraging the model to achieve the
desired agency and power jointly.

To include verbs indicative of agency and power
from diverse contexts, we train the classifiers on
sentences from the datasets of Kiesel et al. (2017),
Pungas (2017), and Wang et al. (2018). In ex-
periments on the movie summary dataset of Bam-
man et al. (2013), we then compare our rewriting
model against the state-of-the-art for agency (Ma
et al., 2020). Concretely, we assess the rewritten
sentences in terms of their compliance with target
agency, target power, and meaning preservation.

Our automatic pre-evaluation indicates that the
new model is competitive in controlling for agency,
while outperforming Ma et al. (2020) in terms of
power compliance and meaning preservation. In
our manual evaluation, human annotators favor our
model in terms of all three criteria.

Contributions In summary, our main contribu-
tions are:1

1. A rewriting model for joint agency and power
adaptation on the sentence level.

2. Classifiers for assessing the agency and power
of verbs in a given sentence context.

3. Empirical evidence for the importance of joint
agency and power control to generate counter-
factuals for gender bias mitigation.

Ethical Consideration The methods developed
in this paper aim to mitigate gender bias in natural
language sentences. As such, we expect primar-
ily positive ethical consequences from the contri-
butions of this paper. However, we point out a
significant risk emanating from applying the devel-
oped methods: By adjusting the agency and power
levels, the meaning of a sentence may likely be
changed to some degree. This can have negative

1Our code is published at https://github.com/
webis-de/NLPANDCSS-22.

implications when facts are distorted. An example
of this is misrepresenting a victim as a perpetrator
by portraying that person with more agency and/or
power. In case our methods are used for modifying
language that humans perceive, the methods should
thus be used in a semi-automated environment with
human supervision. Further ethical implications of
this work are discussed in Section 9.

2 Related Work

Unequal communication towards social groups, for
example in the form of texts, can be the origin of
social bias and is one of the main reasons why in-
dividuals, their characteristics, and their actions
are not perceived correctly. Instead, people’s per-
ceptions are often overshadowed and distorted by
prejudiced beliefs, resulting in potentially unfair
treatment (Steele et al., 2004). Different types of
social bias have been studied in NLP research re-
cently (Nangia et al., 2020; Sap et al., 2020; Spli-
ethöver and Wachsmuth, 2020). We focus on one
of the most prevailing types, gender bias. For com-
parability with prior work, we use existing datasets
in our experiments, limiting them to binary gender
instead of considering further social and linguistic
gender categories (Cao and Daumé III, 2020).

Previous work analyzed implicit forms of gender
bias conveyed through language, often reflected by
imbalances in connotation frames that capture sub-
jective roles and relations conveyed by a predicate
(Rashkin et al., 2016). Connotation frames were
introduced by Rashkin et al. (2016), who studied
the sentiment and presuppositions of predicates.
Sap et al. (2017) extended their notion by explicitly
modeling agency and power. The authors created a
connotation frame lexicon of common verbs, 2146
of which were manually assigned an agency level,
1737 a power level (positive, equal, or negative).
They used the lexicon to compare movie charac-
ters, finding that males are generally portrayed with
more agency and power. Field et al. (2019) and
Field and Tsvetkov (2019) found power imbalances
in media articles. For example, female politicians
are often portrayed as less powerful than their ac-
tual role in society compared to males. Instead of
identifying gender bias, we focus on mitigating it.

Bias mitigation has been addressed at the prepro-
cessing, the training, and the postprocessing level
(Feldman and Peake, 2021). One preprocessing ap-
proach is to balance gender occurrences in training
data. For example, Alhafni et al. (2020) and Sun
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et al. (2021) learned on parallel corpora to change
the gender of sentences across languages. Park et al.
(2018) augmented data with gendered sentences
to reduce bias in word embeddings, and Zmigrod
et al. (2019) aimed to convert between masculine
and feminine inflected sentences without parallel
data. At the training level, Dinan et al. (2020)
adapted the training process and applied bias con-
trolled training to generative dialogue models to
make them generate an equal number of gendered
words for both genders considered. Lastly, Boluk-
basi et al. (2016), Zhao et al. (2019) and Liang et al.
(2020) postprocessed pre-trained word embeddings
to remove encoded gender information.

To debias text through the lens of agency conno-
tations, Ma et al. (2020) formalized a new rewriting
task called controllable debiasing that seeks to cor-
rect implicit bias in textual portrayals. Unlike its
name (PowerTransformer) suggests, their approach
aims to change the agency connotation of an input
sentence (not power). Using the agency lexicon of
Sap et al. (2017), Ma et al. (2020) provide informa-
tion about agency connotations to the model using
self-supervision on a reconstruction task and auxil-
iary supervision on a paraphrasing task. Inspired
by Ghosh et al. (2017), they performed vocabulary
boosting at each decoding step based on the agency
lexicon to further enhance the agency change.

In this paper, we build on the rewriting model of
Ma et al. (2020), but we extend it to jointly control
for agency and power. Moreover, we substantially
refine the rewriting process by using classifiers to
determine which verbs to boost in the given con-
text. Existing classifiers rely on logistic and kernel
ridge regression for agency and power, based on
decontextualized ELMo (Peters et al., 2018) and
BERT (Devlin et al., 2019) embeddings of a verb
(Field et al., 2019; Field and Tsvetkov, 2019; Park
et al., 2021). In contrast, we use the whole sen-
tence context as input and perform classification,
improving the state of the art in our experiments.

3 Approach

This section presents our approach to generating
counterfactuals for gender bias mitigation. Based
on the contextual classification of verbs, it rewrites
sentences jointly in terms of agency and power.

Overview Figure 1 depicts the two parts of the
approach: (1) Given a sentence, we identify can-
didate verbs for its rewritten version. To foster
meaning preservation, we filter verbs similar to the
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Figure 1: Proposed approach: After masking the verb in
the input sentence, all similar verbs from a lexicon L are
classified for agency and power in the sentence context.
A transformer then rewrites the sentence. At each decod-
ing step, the unnormalized token probabilities (logits)
of verbs with target agency and power are increased.

original verb. The agency and power of these verbs
are then classified in the context of the masked
sentence. (2) To rewrite the sentence based on the
target connotations, a transformer computes the
next-word probability logits. The logits of verbs
with target agency and power are boosted to foster
connotation change in the output sentence.

3.1 Candidate Verb Filtering in Context

We seek to find verbs that have a meaning similar to
the original verb of a given input sentence s and fit
the given target agency and power. As candidates,
we consider all verbs from a verb lexicon L.

Similarity Filtering First, we retrieve all verbs
from L whose similarity to the original verb in s
lies above a threshold γ. Concretely, we employ co-
sine similarity of the verbs’ GloVe representations
(Pennington et al., 2014) as a measure.

Agency and Power Classification The next task
is to determine the agency and power connota-
tion of all similar verbs. Unlike the lexicon-based
connotation filtering of Ma et al. (2020), we clas-
sify a verb’s agency and power in the context of
the masked sentence. In contrast to existing con-
notation classifiers (Field et al., 2019; Field and
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Tsvetkov, 2019), we fine-tune a pre-trained lan-
guage model based on full sentences. We hypoth-
esize that these changes improve both the identi-
fication of the correct agency and power and the
resulting cohesiveness of the rewritten sentences.

To emphasize the verb while having the rest of
the sentence as context, we separate the verb and
the masked sentence with a special token, [sep].
The verb is replaced inside the sentence by [verb]:

verb [sep] masked_sentence

The resulting sequence is passed to a BERT model
(Devlin et al., 2019). As target value, we provide
the verb’s agency or power connotation as given in
the lexicon of Sap et al. (2017). Possible connota-
tion values are positive, equal, and negative.

3.2 Joint Connotation Rewriting

Given a sentence with original agency and power
connotations, the task is to rewrite it to express
a target agency and power while preserving the
meaning as much as possible.

Text Transformer Analog to Ma et al. (2020),
we fine-tune a GPT transformer model (Radford
et al., 2018) on two tasks: (1) Reconstructing par-
tially masked sentences and (2) paraphrasing sen-
tences. Training for the respective loss functions is
done in an alternating manner. For lack of parallel
data, the model is trained using self-supervision
during reconstruction and auxiliary supervision
during paraphrasing. During training, the target
agency and power are provided as control tokens,
which guide the output connotation during infer-
ence. Each control token is composed as follows,
where a refers to agency and p to power, each fol-
lowed by the respective target value:

<a (pos | equal | neg) – p (pos | equal | neg)>

During reconstruction, the model learns to re-
store the masked verbs of sentences. Let s be a
sentence represented as the sequence of n ≥ 1 to-
kens, s = (t1, . . . , tn). The connotations of s are
encoded as a control token, tc. tc is given to the
model as target connotation, along with the masked
sentence ŝ, in which the main verb is replaced by
[verb]. The target output is the original sentence s.
As Ma et al. (2020), we minimize the cross entropy
of the target output sentence given the inputs:

Lrecon = − 1

n

n∑

i=1

logP (ti | t1, . . . , ti−1; ŝ; tc)

To enable the model to perform edits that go
beyond exchanging verbs, we extend the paraphras-
ing objective of Ma et al. (2020) whose goal is to
achieve coherent, meaningful rewriting. While the
verbs in the input sentences are masked as before,
tc now reflects the agency and power connotation
of a matching paraphrase s̃ = (t̃1, . . . , t̃m), m ≥ 1.
The target output is the paraphrase, s̃. In this way,
the control token always represents the connota-
tions of the target output. As with reconstruction,
we minimize the cross entropy:

Lpara = − 1

m

m∑

i=1

logP (t̃i | t̃1, . . . , t̃i−1; ŝ; tc)

Joint Probability Boosting At generation time,
we boost the probability of verbs with target agency
and power to foster the model to change the conno-
tation of a sentence. In this process, the unnormal-
ized probabilities produced by the rewriting model
for the next token, called logits li ∈ R|V | (where
V is the vocabulary), are rescaled at each decoding
step i to increase the likelihood of generating verbs
with the target agency and power. This process is
referred to as boosting. The boosted logits are then
used to compute the next token probabilities:

P (ti|t̃1, . . . , t̃i−1; s; tc) ∝ softmax(li + β ·A·w)

Here, A is a RV×9 matrix with a 9-dimensional
{apos-ppos, . . . , aneg-pneg} agency-power embed-
ding for each token in the vocabulary V , w is a R9

one-hot vector encoding of the control token and
β ≥ 1 is a scalar hyperparameter representing the
boosting strength. Instead of using the connota-
tion frame lexicon as Ma et al. (2020), we encode
in A the candidate verbs with target connotations
determined by the contextual classification.

4 Data

As part of our experiments, we employ data for two
purposes: First, to train the agency and power clas-
sifiers, we require sentences that include verbs from
the given connotation frame lexicon in a variety of
contexts. We therefore combine sentences from
three corpora, as detailed below. In our subsequent
rewriting experiments, we then use a corpus of
movie summaries for the reconstruction objective
as well as a parallel paraphrase corpus for the para-
phrasing objective. The paraphrase corpus is only
used during training, whereas the movie summaries
also serve to validate and test rewriting models.
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4.1 Data for Agency and Power Classification
We extract all plain-text sentences, which contain
any verb indicating agency or power according to
the lexicon of Sap et al. (2017),2 from three existing
corpora, covering different contexts and domains:

• Wikipedia biography texts (Wang et al., 2018)

• Plain-text jokes (Pungas, 2017)

• English simple sentences (Kiesel et al., 2017)

As the agency and power labels in the connota-
tion frame lexicon are imbalanced, we undersample
the data by removing sentences containing verbs
of the majority labels positive agency and positive
power pseudo-randomly. This results in 109,136
sentences labeled for agency and 97,098 for power.
A random sample of 20% of the lexicon verbs and
the respective sentences are reserved for testing.

4.2 Data for Connotation Rewriting
For our rewriting experiments, we use the movie
summary corpus of Bamman et al. (2013). Besides
the plain-text plot summaries, the corpus also con-
tains metadata about the movie characters. We use
the characters’ names and coreferences to perform
entity linking. This ensures that each sentence we
aim to rewrite contains a character with known
agency and power levels. Next, we identify agency
and power of each sentence based on its main verb,
using the lexicon of Sap et al. (2017). As the main
verb, we consider the highest verb in the depen-
dency parse tree of a sentence given by CoreNLP
(Manning et al., 2014) that is also the head of a
nominal subject dependency with a character men-
tion being the dependent. Finally, we select 25k
sentences per gender pseudo-randomly to balance
gender occurrences and avoid an underrepresenta-
tion of female forms. The total of 50k sentences is
then divided into training, validation, and test set
using a ratio of 7:2:1.

For the paraphrasing objective, we follow Ma
et al. (2020) in taking the parallel corpus by Creutz
(2018). For both sentences of each paraphrase pair,
we determine the agency and power levels based on
the main verb and its associated lexicon entry. The
resulting 33,122 pairs are used for training only.

5 Evaluation

This section reports experiments on agency and
power classification and on the generation counter-

2The verbs in the sentences are identified using the flair
library (Akbik et al., 2019).

factuals for gender bias mitigation. The main goal
is to evaluate our joint agency-power approach to
sentence rewriting in light of the state of the art.

5.1 Agency and Power Classification
We tackle the determination of agency and power
of a sentence as a three-class tasks each (positive,
equal, negative), comparing our contextual classifi-
cation approach against two baselines:

Approach We trained one BERT model (Base-
uncased, 110M parameters) each for agency (bert-
agency) and power (bert-power), using the trans-
former library of Wolf et al. (2020). We chose to
train two separate models, since the correlation be-
tween agency and power levels in the lexicon of
Sap et al. (2017) is rather low (Kendall’s τ = 0.30).
We fine-tuned the models in 5-fold cross-validation
on the training data from Section 4. To prevent
data leakage, we ensured that each verb was in-
cluded in one fold only. In hyperparameter search,
we tested batch sizes from 5 to 35 in increments
of 5, learning rates from 10−5 to 10−9, and num-
bers of epochs from 3 to 20. Our final models have
been trained using AdamW optimizer (Loshchilov
and Hutter, 2019) for 12 epochs with learning rate
10−8 and batch size 20, which was the best setting
in cross-validation in terms of macro F1-score.3

Baselines We compare our approach to sim-
ple majority classifiers (majority-agency, majority-
power) as well as to the state-of-the-art token-level
agency and power prediction approach of Field et al.
(2019), trained on the given data. We call the latter
log-reg-agency and log-reg-power, since they use
logistic regression models for prediction. As input,
they employ averaged, and thereby decontextual-
ized, ELMo embeddings of verbs as they appear
in training sentences. As ground-truth labels, they
also rely on the lexicon of Sap et al. (2017).

Results Table 1 shows the classification results.
Our approach achieves the best macro-F1 scores
(0.507 and 0.532 respectively) as well as the high-
est scores for neutral and negative agency and
power. They also reach a more balanced perfor-
mance across the classes for both target connota-
tions compared to the log-reg baselines.

The confusion matrices in Figure 2 reveal that, if
any, our classifiers mostly confuse positive or neg-
ative with equal rather than with the opposite class.

3All our models were trained on one NVIDIA A100 GPU.
Training took about half an hour per epoch for the classifiers.
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Model Positive Neutral Negative Macro
majority-agency 0.875 0.000 0.000 0.292
log-reg-agency 0.832 0.146 0.417 0.465
bert-agency (ours) 0.841 0.252 0.430 0.507
majority-power 0.822 0.000 0.000 0.274
log-reg-power 0.847 0.272 0.389 0.503
bert-power (ours) 0.805 0.373 0.417 0.532

Table 1: Agency and power classification: Test set
macro F1-scores of our BERT-based classifiers and the
baselines, along with the F1-scores for all three classes.

Agency Power
Baseline (log-reg-agency) Baseline (log-reg-power)
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.37
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.26

.04

.17

.37
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.15

.41

Approach (bert-agency) Approach (bert-power)

Predicted Label Predicted Label
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Figure 2: Confusion matrices of the evaluated baseline
and our approach for agency and power classification.
Our approach avoids strong misclassification notably
better, such as classifying negative agency as positive.

In contrast, the log-reg baselines exhibit these more
serious errors more often, for example, classifying
37% of the cases with negative power as positive.
These results support our hypothesis that sentence
context and the pre-trained language understanding
of BERT helps differentiate the connotation levels.

5.2 Connotation Rewriting

Next, we test the hypothesis that boosting the can-
didate verbs found with similarity filtering and con-
textual classification helps to change both sentence
connotations while preserving meaning. To this
end, we evaluate the output of rewriting manually.

Approach As Ma et al. (2020), we fine-tuned a
pre-trained GPT for 10 epochs on the combined
reconstruction and paraphrasing objective. How-
ever, we extended the control tokens to also include
power (see Section 3). We replicated the training
setting of Ma et al. (2020), using AdamW optimizer
(Loshchilov and Hutter, 2019) with a learning rate
of 10−5, a batch size of 4, and top-p = 0.4 nucleus
sampling (Holtzman et al., 2020) for decoding. To
increase the chance of finding suitable candidates,

we employed a bigger lexicon than Ma et al. (2020),
containing 8,751 verbs.4 We compared boosting
strengths β from 1 to 12 and similarity thresholds γ
from 0.2 to 0.5. We found that β = 10 and γ = 0.5
effectively control the generation towards the target
connotation while minimizing token repetitions.5

We also tested a variation of our approach (Appr.
w/o class.) where we used the lexicon-based conno-
tation filtering of Ma et al. (2020), in combination
with our similarity filtering and controlled jointly
for agency and power. Here, the boosting strength
β = 8 led to the most promising results.

Baseline We compare our approach to the agency
rewriting approach of Ma et al. (2020), trained
using the authors’ code and settings on the ROC
stories corpus (Mostafazadeh et al., 2016) as well
as on the paraphrase dataset that we also use to train
our model. As previously mentioned, we chose
a bigger dataset from a similar domain to train
our approach on reconstruction. We hypothesize
that this improves the models ability to generate
sentences with the desired connotations.

Pre-Evaluation To compare to Ma et al. (2020),
we evaluated the approaches first using four of the
automatic metrics the authors suggested:6

1. Agency/Power. Accuracy of changing agency
and power, comparing the target connotations
to the achieved output connotations according
to the lexicon of Sap et al. (2017);7

2. Meaning preservation. BERTScore F1 (Zhang
et al., 2020), measuring the semantic similar-
ity of input and output sentences;

3. Fluency. Perplexity (PPL) of 1000 random
output sentences measured using GPT;

4. Repetition. The fraction of output sentences
containing at least one bigram repetition.

Results Table 2 presents the results of the pre-
evaluation. We see that the state-of-the-art baseline
performs best in terms of agency change (0.544)
and perplexity (134.2). However, its low power
accuracy (0.353) reveals that a change in agency

4Ma et al. (2020) used the lexicon of Sap et al. (2017) with
2,155 verbs. The list of 8,751 verbs was provided by Ma et al.
(2020) for experiments, but did not make it into their model.

5Training took about one hour per epoch.
6We omitted the fifth measure, uniqueness, as it provides

little insight for the scope of this paper.
7As the baseline does not control for power separately, we

assume target power to equals target agency for its accuracy.
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Agency Power Meaning Fluency Repetit.
Model Acc. ↑ Acc. ↑ BScore ↑ PPL ↓ Rep≥2 ↓
Ma et al. (2020) 0.544 0.353 0.908 134.2 0.189
Appr. w/o class. 0.464 0.495 0.931 161.5 0.127
Approach 0.448 0.484 0.931 158.2 0.132

Table 2: Automatic pre-evaluation of rewriting quality:
Performance of our approach (and its variation without
classifiers) on the test set in comparison to the baseline.

Agency Power

Appr

w/o cls

Base

Appr

w/o cls

Base

Appr

w/o cls

Base

Negative Negative

Equal Equal

Positive Positive

.80 .15

.78 .13

.72 .11 .15

.29

.27

.31

.35

.44

.64

.60

.63

.49

.66

.69

.47 .18

.19

.17

.27

.18

.17

.10

.42

.41

.42

.35

.32

.36

.37

.33

.38

.31

.33

.36

.48

.47

.30

.58

.48

.28

.10

Positive Equal Negative Unknown

Figure 3: Accuracy of the baseline (Base) and both
approach variations (Appr, Appr w/o class) in creating
sentences with a specific agency (left) and power (right).
The dark-colored bar segment (with white text) in each
of the six cases indicates a correct result, the others a
wrong one. We beat the baseline in all but two cases.

does not always imply a change in power, stress-
ing the need to control for both connotations. Ac-
cordingly, our approach and its variation achieve a
much higher power accuracy and similar results on
most other metrics. They also preserve the mean-
ing better (BERTScore of 93.1 each) and produce
fewer bigram repetitions, resulting in less gibberish
sentences that consist of few often repeated tokens.

To understand the models’ behavior, Figure 3
shows the agency and power accuracy per target
agency and power. Our approach variations per-
form best on positive agency (.80) and all power
levels. Note that this evaluation is unable to assess
outputs that do not contain a lexicon verb, includ-
ing gibberish sentences (shown as Unknown).

Main Evaluation The automatic pre-evaluation
only roughly approximates quality, especially since
it can assess agency and power connotations of lex-
icon verbs only. We therefore also conducted a user
study where six annotators manually evaluated the

agency and power change as well as the mean-
ing preservation. All annotators have academic
degrees, advanced English skills, and equally rep-
resent both genders (no author of this paper).

We selected 450 sentences from the test set ran-
domly, 50 for each of the nine control tokens, that
is, for each combination of agency and power con-
notation. To reduce the workload while remaining
able to assess annotation reliability, we divided the
sentences into two sets of 225 and let three annota-
tors each evaluate all sentences from one set. We
asked all annotators to rank the output sentences
by three criteria: target agency compliance, target
power compliance, and meaning preservation (an-
notation guidelines can be found in Appendix A).
The average pairwise inter-annotator agreement in
terms of Kendall’s τ was 0.41 for agency, 0.42 for
power, and 0.58 for meaning preservation.

Results Table 3 shows that our approach out-
performs both other models in terms of all three
evaluation criteria. As in the pre-evaluation, it per-
forms similarly to the variation without classifiers
on meaning preservation (mean rank 1.69 and 1.73),
beating the state of the art of Ma et al. (2020) (2.15).
For power and agency, our approach is best with
mean rank 1.67 and 1.69 respectively, outperform-
ing Ma et al. (2020) (1.96 and 1.99) again.

The difference to the pre-evaluation in the two
latter criteria may be caused by the fact that not
all sentences could be evaluated there due to the
limitations of the connotation frame lexicon. This
speaks for a successful boosting of verbs in general.
Another reason lies in the subjectivity of agency
and power assessment. While we provided annota-
tors with the same notions of agency and power as
previous work, their assessment might still differ
from the one encoded in the lexicon.

Ablation Study For further insights, we analyzed
the impact of the different parts of our approach on
the results. In particular, we compared our full ap-
proach to using only the connotation frame lexicon
instead of the bigger lexicon for boosting (No big
lex.), to omitting the similarity filtering (No sim.
filter.), and to their combination (Neither). The re-
sults in Table 4 suggest that the connotation frame
lexicon would benefit agency and power accuracy.
This is expected, since the automatic metrics can
only assess those verbs. Omitting similarity filter-
ing seems to worsen the meaning preservation. Our
full model scores comparably good for repetition.
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Agency Compliance Power Compliance Meaning Preservation
Model Rank 1 Rank 2 Rank 3 Mean Rank 1 Rank 2 Rank 3 Mean Rank 1 Rank 2 Rank 3 Mean

Ma et al. (2020) 33.5% 36.9% 29.6% 1.96 33.4% 34.4% 32.2% 1.99 23.9% 36.8% 39.3% 2.15
Appr. w/o class. 40.8% 44.4% 14.8% *1.74 39.8% 43.6% 16.6% *1.77 44.4% 37.9% 17.8% *1.73
Approach 48.7% 35.0% 16.2% *1.67 46.1% 39.2% 14.7% *1.69 46.7% 37.6% 15.7% *1.69

Table 3: Manual main evaluation of rewriting quality: Proportion of rewritten sentences with Rank 1, 2, and 3 as
well as mean rank per evaluated approach for agency compliance, power compliance, and meaning preservation.
Significant gains over Ma et al. (2020) are marked with * (computed using Wilcoxon Signed-Rank Test at p < .05).

Agency Power Meaning Fluency Repetit.
Model Acc. ↑ Acc. ↑ B.Sc. ↑ PPL ↓ Rep≥2 ↓
No big lex. 0.452 0.488 0.933 167.0 0.129
No sim. filter. 0.407 0.459 0.903 129.8 0.168
Neither 0.445 0.504 0.916 128.4 0.154

Full model 0.448 0.484 0.931 158.2 0.132

Table 4: Ablation study: Automatic evaluation of rewri-
ting quality for different variations of our approach.

Error Analysis To better understand the differ-
ences between the models, we manually inspected
some examples from the annotation study. Exem-
plarily, Table 5 compares three outputs of the mod-
els. Matching the automatic results, our approach
and its variation generate fewer gibberish sentences
with n-gram repetitions than the baseline (see Ex-
ample 3). Failures in paraphrasing of the latter ad-
ditionally leads to a reduced meaning preservation
(see Example 1). A reason might be the smaller
reconstruction dataset, since the paraphrase corpus
has the same size. In most cases, the biggest differ-
ence between the output sentences is the choice of
words (see Example 2), which tends to be best for
our approach, according to the annotators.

Lexicon Expansion Lastly, we use our agency
and power classifiers to identify potential new verbs
for the connotation frame lexicon from the bigger
lexicon. Table 6 shows the verbs that are classi-
fied to express high or low agency or power with
the highest confidence. Most of these partly quite
specific verbs match the intuitions of agency and
power well. A few classifications may be debatable,
though, such as the low agency for “thrive”.

6 Conclusion

In this work, we have studied how to rewrite sen-
tences to adjust the agency and power of their sub-
jects jointly. To this end, we have developed a new
candidate verb identification method that fosters
a meaning-preserving adaptation of both connota-
tions in transformer-based generation. By employ-

ing classifiers for agency and power, our rewriting
approach can handle any given verb in the current
sentence context, unlike previous approaches.

Our experiments have stressed the importance of
addressing agency and power jointly. In automatic
evaluation, the proposed approach has turned out
competitive in agency to the previous state of the
art, while effectively controlling for power for the
first time. In manual evaluation, human annotators
favored the sentences rewritten by our approach
in terms of all relevant dimensions: target agency,
target power, and meaning preservation.

We thus conclude that our approach contributes
towards the generation of counterfactuals that can
be used for gender bias mitigation, as shown in pre-
vious work. Yet, the results leave room for improve-
ments regarding both connotations, which should
be addressed in future work. For a refined evalu-
ation, more extensive agency and power lexicons
may be needed. To facilitate the lexicon creation
process, the classifiers may be used to suggest la-
bels prior to human post-checking.
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8 Limitations

The study of counterfactual generation carried out
in this paper has a number of limitations, the most
important of which we discuss in the following.

First, for a clear paper focus, we decided to leave
out any experiments on the impact of the generated
counterfactuals on actual gender bias mitigation.
While previous research has already shown that the
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# Input Sentence Target Model Output Sentence

1 Johnny, enraged with the
way Joe and Jake treat
Ginny, [verb] them.

apos-ppos Ma et al. (2020) pos hurt ginny, hurting them.
Appr. w/o cls. johnny, enraged with the way joe and jake treat ginny, attacks them.
Approach johnny, enraged with the way joe and jake treat ginny, defend them.

2 After some time Tristan
is [verb] to flee to
Cornwall.

aneg-pequal Ma et al. (2020) tristan is forced to flee to cornwall after a period of time.
Appr. w/o cls. tristan is seen to flee to cornwall after a period of time.
Approach tristan is sensed to flee to cornwall after a period of time.

3 Enraged, Roopa [verb]
to commit suicide by
jumping into a waterfall
as she finds it better to
kill herself rather than
be a mistress.

aequal-ppos Ma et al. (2020) pos decided to commit suicide by jumping into a waterfall as she
becomes a mistress better to kill herself better to kill herself better
to kill herself better to kill herself better to kill herself better to kill
herself better to kill kill kill kill kill kill kill kill kill kill kill kill ...

Appr. w/o cls. enraged, roopa resolves to commit suicide by jumping into a water-
fall as she finds it better to kill herself rather than be a mistress

Approach enraged, roopa seeks to commit suicide by jumping into a waterfall
as she finds it better to kill herself rather than be a mistress.

Table 5: Output sentences generated by the three rewriting models for the given masked input sentences and target
connotations: (1) The baseline (Ma et al., 2020) attempts to paraphrase. Both approach variations generate similar
output; (2) our approach matches the target connotation; (3) the baseline starts promising but ends with gibberish.

Agency-related Verbs Power-related Verbs

hi
gh

inflate gun instate ionize ambush damn
bridge reset distance recycle augment indict
extort maim reanimate fracture reset auction

lo
w

bloom reside succumb repent revere venerate
thrive average yearn profess elate mediate
aspire crave slumber rejoice yearn heed

Table 6: New candidate verbs for the connotation frame
lexicon, selected based on the classification and confi-
dence level of our agency and power classifiers.

intended use of counterfactuals helps in this regard,
we therefore can ultimately not make assertions on
the practical benefit of our method compared to
others. Future work should investigate upon the
use of our method in downstream tasks.

Furthermore, the unequal portrayal of people in
terms of their agency and power represents only
one of different ways of how gender bias manifests
in language. As a matter of fact, even if our method
was perfectly effective, it would not suffice alone
to mitigate gender bias to the full extent. Moreover,
despite the evidence we found that the proposed
method improves over the state of the art in terms
of agency and power rewriting, its effectiveness
still shows notable room for improvement. It is
noteworthy, though, that our experiments suggest
that the method rarely modifies agency and power
in the opposite direction, implying that additional
harm caused by the method is unlikely.

Finally, the data used in our experiments restricts
the generalizability of our results to some extent.
In particular, we analyzed the effectiveness of our

method on English movie summaries only. Other
genres as well as other languages may lead to differ-
ent behavior, although we do not see an immediate
reason why it should not work there. As far as the
availablity of data will permit, we plan to do further
experiments in other settings in the future.

9 Ethical Statement

The intended use of the methods developed in this
paper is to mitigate gender bias in natural language
sentences. The goal of applying these methods is to
obtain linguistic data that allows for a more equal
representation of genders (e.g., for the training of
embedding models). As such, we predominantly
expect positive ethical consequences of the contri-
butions of this paper. However, we see two note-
worthy risks that emanate from an availability of
the developed methods:

First, due to the methods’ non-perfect effective-
ness and to the general complexity of natural lan-
guage, the bias mitigation may come with possibly
unintended changes of meaning of the sentences be-
ing rewritten. This may lead to a misrepresentation
of genders or specific representatives of the gen-
ders. The effects of applying the methods should
therefore be observed carefully. Where possible, it
should ideally be in a semi-automatic setting with
human post-checking.

Second, as with any other text generation tech-
nology, the methods may be misused for an applica-
tion they are not meant for, for example, to picture
an individual or a group of people in a mislead-
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ing way. We cannot prevent such usage, but the
still limited effectiveness of the methods makes a
purposeful deceptive usage in our view impractical.

Aside from the risks, we would like to state ex-
plicitly again that the consideration of gender as a
binary dimension, as done in this paper, is a simpli-
fication of reality. The only reason why we restrict
our view exclusively to men and women is the lack
of data for studying tasks as the given one more
properly with respect to gender diversity.

Finally, we point out that no personal informa-
tion has been collected from any participant of our
annotation study; there is no way to match the cre-
ated annotations to their identities. The participants
came from the surroundings of authors of this pa-
per. Participation was not paid for, but more done
in terms of a friendly turn. It was fully voluntary.
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A Human Annotation Guidelines

A.1 Introduction

This document contains instructions for the anno-
tation study that is being conducted in the course
of our research. Additionally, the concepts relevant
to performing the tasks are explained. The goal of
this annotation study is to rank the output sentences
generated by three different models.

These models were developed with the goal of
rewriting input sentences so that they subsequently
express the target agency and target power, which
will be explained in the following sections. At
the same time, the meaning of the input sentences
should remain the same as far as possible.

A.2 What is Agency?

The agency level of a sentence describes how ac-
tive, decisive or energetic the main person of the
sentence is portrayed as. High agency stands for
activity, while low agency stands for passivity. In
the example in Table 7, the name “X” and neutral
pronouns were chosen to avoid triggering gender
bias.

A.3 What is Power?

The power level of a sentence describes how pow-
erful, strong or influential the main person of the
sentence is portrayed as. A distinction is made
between whether the main person has power over
the theme (high power) or whether the theme has
power over the main person (low power).

As can be seen from the example “He begged
his opponent for mercy.” (see Table 8) a sentence
can express different levels of agency and power
simultaneously, but this need not be the case.

A.4 Instructions

Your task will be to rank the agency, power and
meaning preservation of three generated sentences
per one original sentence. You will receive an Ex-
cel file containing the sentences that should be an-
notated. This file will contain nine sheets with
different sentences (see Figure 4)

50

https://aclanthology.org/2020.argmining-1.9
https://aclanthology.org/2020.argmining-1.9
http://arxiv.org/abs/2102.06788
http://arxiv.org/abs/2102.06788
https://doi.org/10.18653/v1/W18-6502
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://openreview.net/forum?id=SkeHuCVFDr
https://openreview.net/forum?id=SkeHuCVFDr
https://doi.org/10.18653/v1/N19-1064
https://doi.org/10.18653/v1/N19-1064
https://doi.org/10.18653/v1/P19-1161
https://doi.org/10.18653/v1/P19-1161
https://doi.org/10.18653/v1/P19-1161


Example Agency Explanation

X chose their future. high X is actively choosing and taking charge of their future.
X begged their opponent for mercy. high X is actively trying to invoke mercy.
X demanded mercy from their opponent high X is actively trying to invoke mercy.

X accepted their future. low X passively agrees to what is happening.
X survived the crash. low X is portrayed as not having active influence on their survival.
X used to fear dogs. low X’s fear was not actively influenceable.

Table 7: Agency examples.

Example Power Explanation

X demanded mercy from their opponent high X tells the opponent what to do and has therefore power over them.
X chose their future. high X has power over their future because they shape the future themself.
X hugs their father. high X is portrayed as influencing the interaction with their father.

X begged their opponent for mercy. low The opponent is portrayed as having power over them.
X admitted their mistake. low The mistake influences X’s actions.
X used to fear dogs. low Dogs have power over X instead of the other way around.

Table 8: Power examples.

Figure 5: Header and first example in sheet “apos-ppos”.

Figure 6: Possible annotations for the first example.

Figure 7: Possible annotations for another example, in
which two generated sentences are equal.

All nine sheets should be filled in. Figure 5
shows an example on the first sheet “apos-ppos” of
how the header and the first example might look
like.

The ID column can be ignored. The first rele-
vant column contains the original sentence, which
should be used as reference to rate the meaning
preservation. For each group of three generated sen-
tences, the original sentence will be the same. Next,
the three generated sentences are displayed. Those
should be read carefully to then rank the agency,
the power and the meaning preservation from 1-
3 comparing the generated sentences with each
other. In this example, the sentence with the high-
est agency should get rank 1, the sentence with
the next highest agency rank 2 and the remaining
one rank 3. Same goes for power and meaning
preservation (see Figure 6).

On each sheet, the agency and power assessment

tasks are slightly different. The possible variations
are:

1. Rank by highest agency / power
2. Rank by most neutral agency / power
3. Rank by lowest agency / power

As the instructions suggest, for “the most neutral”
the sentence with the most neutral agency/power
should get rank 1. The same goes for “lowest”,
where the sentence with the lowest agency/power
should be ranked 1.

In case you feel like two or more sentences
should have the same ranking in one or more
category, because the agency, power and/or mean-
ing preservation is the same, feel free to give them
the same score. In the following example, two
models created the same sentence, which leads to
the same annotation for them. But it could also
be different sentences for which you feel like the
agency, power or meaning preservation are equal
(see Figure 7).
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