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How do people talk about images?
A study on open-domain conversations with images.
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Abstract
This paper explores how humans conduct con-
versations with images by investigating an
open-domain image conversation dataset, Im-
ageChat. We examined the conversations with
images from the perspectives of image rele-
vancy and image information.We found that ut-
terances/conversations are not always related
to the given image, and conversation topics di-
verge within three turns about half of the time.
Besides image objects, more comprehensive
non-object image information is also indis-
pensable. After inspecting the causes, we sug-
gested that understanding the overall scenario
of image and connecting objects based on their
high-level attributes might be very helpful to
generate more engaging open-domain conver-
sations when an image is presented. We pro-
posed enriching the image information with
image caption and object tags based on our
analysis. With our proposed image+ fea-
tures, we improved automatic metrics includ-
ing BLEU and Bert Score, and increased the
diversity and image-relevancy of generated re-
sponses to the strong SOTA baseline. The re-
sult verifies that our analysis provides valuable
insights and could facilitate future research on
open-domain conversations with images.

1 Introduction

A picture is worth a thousand words. Human
communication often involves both text and im-
ages. Understanding the image content and chat-
ting about it is crucial for a chatbot to interact with
people. Current multimodal dialogue systems of-
ten equip with an object detector, and adapt sim-
ilar architecture as text-based dialogue systems,
except fusing text and image modalities through
concatenation (Shuster et al., 2020b,c) or an atten-
tion mechanism (Ju et al., 2019).

To investigate whether an additional object de-
tector is enough, and to understand what factors di-
rect the conversation content when an image exists,
we conducted a deep analysis of the ImageChat

dataset (Shuster et al., 2020a). We aimed to answer
the following questions: (1) How is a conversation
with image different from an open-domain conver-
sation? Is the image necessary or supplemental?
How related is the image to the conversation topic?
(2) Does the topic of the three-turns conversation
always be on the image? How does the transfer
happen if the conversation topic transits from the
image to others? Can we predict the shift from the
image? (3) What types of image information are
used in the conversation? More specifically, we
want to know how helpful image objects are in the
conversation since baseline models usually use an
object detection model as the image encoder.

We addressed the questions by sampling and
analyzing ImageChat dataset from the aspects of
image relevancy and image information, which are
independent but intertwined. The former labels
whether the given image is relevant to the con-
versation theme, and the latter marks the type of
image information in utterances. The annotation
results show that about 31% of utterances are not
on the image-related theme, i.e., the utterances do
not describe or could be generated without the im-
age. In terms of the conversation, people transit
conversation topics 54% of the time within three
utterances, and surprisingly 7% of conversations
entirely consist of non-image-related utterances. In
these conversations where the image is optional,
the topic often derived from attributes of one of
image objects. We also discovered that 45% of
utterances contain image objects, 23.7% have non-
object image information such as the description
of events in the image, and 31.3% do not have any
image information at all. This result hints that in-
cluding comprehensive descriptions of the image
beyond image objects could benefit the generation
of utterances with image information.

Based on our analysis, we propose to enhance
the generation of image-dependent response by
augmenting image features from image caption
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Image Style Utterance Related

Cowardly: Never had this food before and not sure if I’m ready to try it
today.

4

Grateful: I am always up to trying new things. It looks like a lot of effort
went into this food and I plan to enjoy every bite.

4

Cowardly: I don’t know, it looks like it might be too much. 4

Extraordinary: What an unusual place! The colors of the train really bounce
off the grey backdrop of the city.

4

Narcissistic: Well, of course this is a fantastic picture, since it was MY
magnificent photographic skills that produced it!

4

Extraordinary: I had no idea you have such talent! 8

Spontaneous: That’s it, I going to Vegas tomorrow. Who’s coming with me? 8

Morbid: Someone died in that Vegas spot. 8

Spontaneous: Lets go on a vegas trip this weekend! 8

Table 1: Examples of conversation themes are related and unrelated to the given image.

and object tags, and using the text information ex-
plicitly rather than fusing image captioning and
object detection models to the text-based conver-
sation model. Our model with enhanced image
features outperforms the strong SOTA model Mul-
timodal BlenderBot (MMB) (Shuster et al., 2020c)
on BLEU and BertScore. In addition, we also
generate more image-related and more diverse re-
sponses than MMB.

2 Analysis of Conversations on Image

2.1 ImageChat Dataset
We analyzed the ImageChat dataset (Shuster et al.,
2020a), which is so far the only dialogue dataset
that focuses on open-domain conversations on im-
ages, to the best of our knowledge. Each con-
versation is paired with one image from YFCC
100M (Thomee et al., 2016) and consists of three
turn utterances from two speakers with assigned
speaking styles. There are total 215 style types,
such as sympathetic or optimistic. The images are
highly diverse ones across multiple domains. We
obtained the object tags by Scene Graph Bench-
mark (Han et al., 2021) implementation of Faster
R-CNN (Ren et al., 2016), which is also the im-
age encoder used in the baseline model MMB. We
also generated the caption of each image using the
SOTA language-vision pretrained model VinVL
(Zhang et al., 2021).

2.2 Annotation

We randomly sampled 300 utterances (100 conver-
sations) from the validation set and annotated each
utterance for its image relevancy and what image
information it contains.

2.2.1 Image Relevance to Dialogue Theme

We first asked whether the conversation theme is
always related to the image, and if not, how often
is each utterance directly related to the image. We
defined image relevancy as a binary classification
of whether the given image is necessary for gen-
erating each utterance. If one could generate the
utterance without the given image, the utterance is
labeled as unrelated. Examples of image-related
and unrelated utterances are shown in Table 1.

2.2.2 Image Information in the Dialogue

Based on our observation of the data, we catego-
rized each utterance into one of the 8 classes, in-
dicating the type of image information mentioned
in the utterance. Classes start with O mean image
objects are mentioned in the utterance; classes start
with R mean there are non-object image related
information mentioned in the utterance; and NI
class means there is no image information in the
utterance at all. See Table 2 for the details and
examples of each category.
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Class Explanation Utterance (U) | Object Tags (T)

O Words in utterance exactly match object tags U: I guess this is an interesting building.
T: [’cloud’, ’window’, ’sky’, ’building’]

OS Synonyms of object tags in the utterance, includ-
ing hyponym/hypernym pairs, e.g. "seagull" in U
and "bird" in T.

U: I’d like to party with that guy!
T:[’watch’, ’man’, ’phone’, ’guitar’, ...]

OP Pronoun is used to refer to image objects. U: Would she shut up already?
T: [’book’, ’jacket’, ’tree’, ’woman’, ...]

OF Words in the utterance refer to image objects but
have no overlap with object tags, probably due to
false object detection results.

U: The aluminum art was different.
T: [’rock’, ’ground’, ’foil’]

R Words in the utterance referring to non-object im-
age information, e.g., the scene of the image.

U: It’s obviously a festival.
T: [’sunglasses’, ’hat’, ’balloon’, ...]

RI The utterance is about the image itself, not the
content of the image.

U: A screenshot by definition does not die.
T: [’man’, ’hat’, ’photo’, ’glass’]

RP Pronoun is used to refer to image-related informa-
tion in the utterance.

U: It’s beautiful! I would love to visit.
T: [’leaf’, ’flower’, ’branch’, ’tree’]

NI No image-related information mentioned in the
utterance.

U: yeah sure does.
T: [’sunglasses’, ’hat’, ’man’, ’light’, ...]

Table 2: Classes of image information in the utterance.

Figure 1: Different combination of image-related
utterances in 3-turns dialogues. Y: image-related
utterance; N: non-related utterance. Green hue in-
dicates the dialogue is more image-dependent, and
the red family suggests the opposite.

Figure 2: Classes of image information in utter-
ances. Green hue refers to image objects, blue
hue refers to non-object image information, and red
means there is no image information at all.place
holder to keep same height

2.3 Analysis Result and Finding

2.3.1 Image Relevancy

We found that conversation themes of ImageChat
dialogues are not always about the image. In
fact, the conversation often goes back and forth
between image-related to non-related topics even
within only three conversation turns. Figure 1 il-
lustrates such a phenomenon with dialogues of dif-
ferent combinations of the image-relevance utter-
ances. While an image-related utterance is labeled
as ’Y’ and non-image-related utterance is labeled
as ’N’, ’YYY’ means all three turns in a dialogue
are image-related utterances and ’YYN’ means the
conversation diverse from image-related topics to
other domain not related to the given image.

Further investigating the combination of image-
related and non-related utterances in a dialogue,
we could roughly classify them into two schemas:
(1) One speaker responds to the other, and if one
extends out of the image-related topic, the follow-
ing conversation is diverse, and vice versa. ’YNN’,
’YYN’, ’NYY’ are in this category. The transition
between ’Y’ and ’N’ may result from the mention
of an object related to objects in the image but not
related to the image itself. In this case, the related
object often links to the image object with some
high-level attributes, such as the object’s category,
shape, or material. Alternatively, the ’N’ utterance
might be a general non-informative response or an
invented non-image-related scenario. (2) Some dia-
logues seem unnatural because one of the speakers
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continues their previous (self-)expression and does
not respond to the other’s utterance. ’YNY’ and
’NYN’ usually belong to this schema. Note that
there is no combination of ’NNY,’ showing that it
is less likely to talk about the image after chatting
on off-image topics.

We found that about 7% of dialogues are non-
image-related (’NNN’), although most utterances
are still image-related (Y: 69% vs. N:31%). In-
vestigating the reason, we noticed that many of
the non-image-related dialogues are stimulated by
attributes of one of objects in the image. For exam-
ple, a conversation about fighting in a ring is given
an image with a ring-shaped object. This obser-
vation suggests that capturing attributes of objects
and linking objects to much broader scenarios are
essential directions to generate natural utterances.

2.3.2 Image Information
Figure 2 shows the distribution of image informa-
tion classes. The green hue represents the utter-
ances with image objects (Ox, 45.0%). Among
them, a great portion of utterances have objects
referred by a pronoun (OP, 17.7%), 11.3% of utter-
ances have the exact match of image objects (O),
9.3% contain objects not in the tag set (OF), and
the rest of 6.7% have objects mentioned in syn-
onyms (OS). While many objects are indicated by
pronouns, linking the objects and their attributes to
mentions in the utterance becomes a vital task for
utterance generation.

On the other hand, the blue hue refers to the
utterances with non-object image information (Rx,
23.7%), which usually describes the event, action,
or scenario in the image. Thus, knowing the scene
beyond the given objects is also important.

The rest of 31.3% of utterances represents in
red are the class NI without any image informa-
tion. These utterances are usually on the off-image
theme and the only hint to reconstruct such utter-
ances is from their conversational context.

3 Augmenting Image Information

Our analysis suggests the importance of the non-
object image information, which is often the scene
in the image. Therefore, we augmented the image
feature by image caption to capture the scenario.
We also found that explicitly using texts of objects
tags and captions works better than fusing the latent
vectors from captioning and object detection mod-
els. Given object tags, we replace the single full-
image feature in the baseline model with several

image region features to facilitate the extraction of
image object information.

3.1 Experiments

3.1.1 Settings
We ran our experiments on the ImageChat dataset
(Shuster et al., 2020a) which is described in Sec 2.1.
All our experiments are conducted using the Par-
lAI (Miller et al., 2017) framework. We compared
with the SOTA multimodal dialogue system: Mul-
timodal Blenderbot (MMB) (Shuster et al., 2020c).

We obtain image tags from Scene Graph Bench-
mark (Han et al., 2021) and the image caption from
pretrained VinVL model (Zhang et al., 2021). The
image feature dimension is set to 2054, with addi-
tional 6-dim image information such as weight and
height to the 2048-dim FasterRCNN feature in the
original model. Each image is paired with 1 to 10
unique tags, an image caption with maximum 12
tokens, and at most 32 image object features. All
models are finetuned from the Reddit pretrained
model, following the instruction from MMB1.

Following previous works, we reported the num-
ber of perplexity (PPL), Rouge-L, BLEU-4, and
F1 score. As existing research has reported that
these numbers are not highly correlated with hu-
man evaluation (Liu et al., 2016; Li et al., 2016),
we also reported Bert Score (rescale) (Zhang* et al.,
2020), which reflects the semantics similarity in-
stead of the token-wised matching. To show how
relevant the generated response is to the image,
we ran the image-text retrieval task using VinVL
(Zhang et al., 2021). We also reported the num-
ber of average length, unique vocabularies, and
Distinct-1 (Li et al., 2015) to show the diversity of
utterances.

3.2 Results and Analysis

Table 3 demonstrates that our enhanced image fea-
tures improve the strong baseline without train-
ing on many additional datasets. This result im-
plies that image+ provides much more useful infor-
mation that neither additional text-only dialogue
datasets (BST+) nor image captioning pretraining
is needed. Besides, the result also suggests that a
pipeline approach of explicitly adding image cap-
tion to the input is better than end-to-end training
on the additional image captioning task.

1https://github.com/facebookresearch/
ParlAI/blob/main/parlai/zoo/multimodal_
blenderbot/README.md
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Model Datasets PPL Rouge BLEU F1
Bert Score

P R F1

MMB R,I,C,B 13.60 12.40 0.386 12.94 33.81 25.21 29.49
MMB R,I,C 15.00 11.35 0.278 11.81 31.73 23.52 27.61
MMB R,I 12.89 13.04 0.419 13.52 32.58 24.23 28.39

MMB + image+ R,I,C,B 12.63 13.36 0.447 13.75 34.76 26.36 30.54
MMB + image+ R,I 12.76 13.29 0.461 13.82 35.36 26.38 30.85

Table 3: We compare models pretrained on Reddit (R) (Baumgartner et al., 2020) and finetuned on different
datasets such as COCO Captioning (C) (Chen et al., 2015), text-only dialogue datasets BST+(B) (Smith et al.,
2020; Dinan et al., 2019a,b; Rashkin et al., 2019), and ImageChat (I). image+ refers to our proposed enhanced
image features (image caption and object tags).

Model
Image-to-Text Text-to-Image

Length Vocabs Distinct-1
R@1 R@10 R@1 R@10

Gold 0.02 0.14 0.03 0.32 9.90 9,431 0.064

MMB 0.04 0.16 0.03 0.29 7.87 3,436 0.029
MMB + image+ 0.04 0.26 0.04 0.35 8.04 3,865 0.032

Table 4: We evaluate how much the utterance is related to the image by image-text retrieval task. We also show
the average length, vocabulary size, and diversity of utterances in the validation set. Gold refers to the reference
utterances by human.

Feature PPL R B BS

Tags 13.9 12.26 0.325 30.29
Caption 13.8 12.33 0.373 30.20

Both 12.8 13.29 0.461 30.85

Table 5: Ablation results of MMB + image+ trained
on Reddit and ImageChat datasets. PPL: perplexity, R:
Rouge, B: BLEU, BS: Bert Score

We also found that the Reddit pretraining is es-
sential for dialogue generation. Without pretrain-
ing, the perplexity would boost to about 34, and all
other metrics get much worse based on our empiri-
cal results. In fact, the perplexity is already around
26 at the very beginning of the training when fine-
tuning on the Reddit pretrained model.

Our ablation experiment (Table 5) shows that the
model with the caption feature has better Rouge
and BLEU scores compared with the model only
with tags, but the Bert Score is about the same. The
result suggests that both tags and the caption can
generate semantically equivalent utterances.

As shown in Table 4, we demonstrated our
model’s superiority in generating more diverse and
image-relevant responses. We got the best retrieval
result in both image-to-text and text-to-image re-
trieval, which even outperforms the human refer-

ence, showing that our generated responses are
the most relevant to the given image. We also
generated longer sentences with more diverse vo-
cabularies than the MMB baseline. We provided
some example outputs from MMB and our MMB
+ image+ in the Appendix.

4 Conclusions
In this paper, we analyzed the factors that influence
open-domain conversations with images, from as-
pects of (a) image relevancy to the conversation
theme and (b) image information in the conversa-
tion. According to our observations, open-domain
conversations with images often branch off from
one topic to another even within only three turns.
The relation between the attributes of objects is
the key to linking utterances with different themes.
From the dynamics of image-relevancy, it is also in-
teresting to notice that some conversation is a solo
play where people just express themselves with-
out responding. Moreover, a comprehensive view
of the whole image and the understanding of the
image scene are also critical image information in
utterances, besides image objects. Therefore, we
proposed incorporating image captions that could
capture the overall image semantics beyond objects
and may provide some hints to the links to other
objects. We also found empirically that explicitly
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using texts of caption and object tags work better
than incorporating captioning and object detection
models in latent space. With our enhanced im-
age features image+, we outperformed MMB on
BLEU, F1, and Bert Score, and generated more
image-related and diverse conversation responses,
confirming the effectiveness of our findings. We
believe that our in-depth analysis and proposed
findings would benefit the future research on the
open-domain conversations with images.
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A Example Outputs

[1st Turn]

Curious: What did they have to do to help sup-
port cancer? Fundraisers always in-
trigue me.

Irrational: Is she doing a backflip twist?

MMB: What is that kid doing? MMB: I don’t think she’s going to catch the ball
Ours: I wonder what they are doing. Ours: I bet they are going to fall and hurt

themselves.

[2nd Turn]

Patriotic: Maybe they donated. All Americans
should donate to show that we are a
proud and caring country.

Obnoxious: I don’t think so. I think she is passing
gas.

MMB: They are fighting for our country. MMB: She is doing a back flip.
Ours: They are supporting their coun-

try by raising money for cancer re-
search.

Ours: I hope she falls and breaks her
neck.

[3rd Turn]

Curious: They don’t look american, I wonder
if this is somewhere else?

Irrational: She needs to find a restroom quick!

MMB: I wonder what they did to help. MMB: She is definitely not passing gas.
Ours: I wonder what they did to help. Ours: I think she is trying to fly.

Table 6: Example conversations. The 1st row in each turn is the ground truth speaking style and utterance, 2nd and
3rd rows are utterances generated by MMB (underlined) and our MMB + image+ (bold), given the speaking style,
image, and ground truth utterance(s) in previous turn(s).
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