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Abstract

Evaluation of quantitative reasoning of large
language models is an important step towards
understanding their current capabilities and lim-
itations. We propose a new task, Numerical
Correlation in Text, which requires models to
identify the correlation between two numbers
in a sentence. To this end, we introduce a new
dataset, which contains over 2,000 Wikipedia
sentences with two numbers and their correla-
tion labels. Using this dataset we are able to
show that recent numerically aware pretraining
methods for language models do not help gen-
eralization on this task posing a challenge for
future work in this area.1

1 Introduction

Numerical reasoning tasks are one area where the
performance of Large Language Models (LLMs)
has not improved as drastically (Rae et al., 2021)
as on other tasks. Good performance is critical
for many downstream applications in areas such
as fact checking, question-answering, or search.
Different tasks have been proposed to evaluate the
numerical reasoning capabilities of LLMs (Mishra
et al., 2022).

We can analyze these tasks along two dimen-
sions: diversity of knowledge required and how
solvable the task is. Higher diversity ensures bet-
ter coverage across different domains while higher
solvability yields more interpretable metrics. Math-
ematical word problems (MWPs) are written in a
way that the text of the problem is always suffi-
cient to determine the exact unique answer and are
therefore highly solvable. However, they lack in
diversity since many MWP datasets are constructed
from templates or are even fully synthetic.

In contrast, numerical cloze-style problems re-
quires highly diverse knowledge since they can be
easily formed from any text that includes numbers.

1Work completed during internship at Salesforce Research.
Please direct correspondence to: dspokoyn@cs.cmu.edu

Figure 1: An illustrative plot of certain numerical eval-
uation tasks along the two dimensions of diversity and
solvability. Our aim with numerical correlation is for
the task to be both diverse and solvable.

A consequence of formulating cloze-style prob-
lems is that many texts do not provide sufficient
information to determine the correct answer and
have inherent uncertainty which results in a lower
solvability. As an example from the NumerSense
dataset (Lin et al., 2020), "Some plant varieties can
grow up to <mask> feet tall." In Figure 1, we show
an illustrative plot of tasks along these two dimen-
sions. A good numeracy evaluation task should be
both diverse and solvable.

In this work we propose Numerical Correlation
in text, a new task that aims to retain both high
diversity and high solvability. Given two numbers
in text the task is to predict whether the numbers
are positively, negatively or not correlated. For ex-
ample: “Some plant varieties can grow up to 6 feet
tall and require 20 liters of water a month”. We ex-
pect a positive correlation between the height of the
plant and the amount of water it would need. This
shows the key insight that predicting the correlation
relationship between two numbers is possible with-
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# Ex Text Label

1. The president travels on average **30** times a year on Air Force one a Boeing **747**. Neutral
2. A **2** bedroom, **1800** square feet house is hard to find in this neighborhood. Positive
3. To cook a 20 lb turkey place in the oven for **2** hours at **435** degrees. Negative

Table 1: Explanations for the three examples: 1) the model of the plane should not change how often the president
travels, 2) we expect more bedrooms to increase the size of the house, and 3) we expect an increase of temperature
to decrease the cooking time.

out having to exactly predict the missing numbers.
The task of numerical correlation requires a vari-
ety of commonsense reasoning skills but is trained
with a cross-entropy objective and evaluated with a
simple accuracy metric. We provide examples of
sentences and their labels in Table 1.

Although correlation between two numbers can
involve incredibly complex functions, we approx-
imate the correlation to be linear and treat it as
a three-way classification. We use a qualifica-
tion task to select a group of Amazon Mechani-
cal Turk (AMT) labelers and construct a dataset of
Wikipedia sentences which contain two numbers
and their correlation relationship.

We investigate the performance of four models:
two general pretrained language transformers and
two numerically aware models on our new dataset
in a few-shot setting. When probed on the numeri-
cal correlation task we see that all models exhibit a
plateau in their performance with only 6% of the
training data. Further all models underperform the
human baseline in both the finetuning and linear
probing setting. Surprisingly, our results also indi-
cate that existing numerically pretraining methods
do not result in better performance on the numeri-
cal correlation task.

2 Dataset

2.1 Qualification
We used ten handwritten numerical correlation ex-
amples and had 100 AMT workers with 99%> ap-
proval rate label them. On average each question
took around 1 minute to complete. Thresholding
on 80% accuracy or above left us with 18 AMTla-
belers. Examples and the instructions are shown in
the Appendix Table 2 and Figure 5, respectively.

2.2 Annotation
We use the WikiConvert dataset (Thawani et al.,
2021) which contains over 900k sentences with
at least one measurement in each sentence. We
use the three original correlation labels (Positive,

Negative, Neutral)2 and had each sentence labeled
by three different AMTlabelers. We selected 1,000
random sentences that contain two measurements
and another 1,000 sentences that contain two any
two quantities.3

We used Krippendorff alpha to measure the inter-
annotator agreement and found that the agreement
was 0.55 (scale is [-1,1]). We computed an average
"Jackknife" F1 score of 77 by choosing one label to
be the ground truth and averaging the F1 score of
the other two labels. We also observe that the time
taken to label each sentence rose to 1.7 minutes
on average, likely due to the increased difficulty to
ascertain the correlation in random sentences.

2.2.1 Negative

Out of the 2,000 sentences only 42 were found to
have a negative correlation which is too few data
points to train or evaluate a model. For this reason
we experimented with two strategies to generate
more negative correlation examples: 1) editing a
measurement in real sentence 2) providing a de-
scription of a real negative relationship and prompt-
ing labelers to provide a sentence as an example.
In a small pilot we found that the first strategy was
incredibly more time consuming to complete and
so we only used the second strategy to generate
negative correlation examples. We provided 60
descriptions of negative relationships and asked
the three labelers to provide an example for each
sentence.4 In total our dataset consists of 124 sen-
tences with negative correlation, 746 with positive
correlation and 1,155 with neutral correlation.

2We introduce a fourth label (Unanswerable) which we
advised the labelers to use sparingly when they were unsure
of the answer

3We filtered out sentences that contained dates or where
shorter than 64 characters in length.

4We hand filtered out sentences that did not properly follow
the instructions.
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Figure 2: Summary of the performance of the four models on the numerical correlation task with 10% of the training
data.

3 Experiments

Given a sentence X and two numbers y1 and
y2 in the text, we define the task of predict-
ing the correlation between the two numbers
as a classification task with the label set C =
{Positive,Negative,Neutral}. We compare
four models, two general pretrained language mod-
els (BART (Lewis et al., 2020) and RoBERTa (Liu
et al., 2019)) and two numerically aware models
(GeMM (Spokoyny et al., 2022) and GenBERT
(Geva et al., 2020)). We conduct few-shot learning
experiments where the model is trained on between
1% to 10% of the training data and the remaining
data is split into a validation and test set evenly.
We train all models with the AdamW optimizer
(Loshchilov and Hutter, 2019) with a learning rate
of 1e-5 and a batch size of 16. We use the majority
vote labeling to choose the final label for each sen-
tence in all subsequent experiments.5 We report the
test F1 scores averaged over 5 initialization seeds.

3.1 Supervised

We conduct few-shot linear probing as well as full
finetuning experiments and plot the results in Fig-
ure 3 and Figure 4 respectively. For our linear prob-
ing experiments we freeze the parameters of the
model and only train a linear classifier, Wθ ∈ Rd×3,
where d is the hidden size of the model. We ob-
served that BART performed better by a large mar-
gin (20 F1) as compared to the second best per-
forming model, GeMM. However, all models expe-
rience a plateau in performance after only 6% of
the training data.

Unlike the linear probing experiments, when we
finetune the models we observe that all models (ex-
cept GenBERT) converge to similar performance,

5In case of a tie we do not use the sentence in our data.
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Figure 3: Linear probing experiments with 1% to 10%
of the training data.

approximately 10 F1 points below human perfor-
mance. The poor performance of GenBERT could
be explained by the fact that it uses a BERT ar-
chitecture whilst the other models are based on
RoBERTa and BART. We present all of the super-
vised Test-F1 results with 10% of the training data
in Figure 2.

3.2 Unsupervised

Since we observe the actual values of the both num-
bers we can probe a model in an unsupervised fash-
ion to predict the correlation relationship. We do
this by selecting one number (y1) to be the target
prediction and masking it’s value in the sentence.
We then probe the model to predict the value of the
target (y1) with different values of the other num-
ber (y2). We use GeMM, a numerically pretrained
model (Spokoyny et al., 2022) and denominate the
model’s prediction for the masked value as Ŷ .

We construct N examples, {X1, XN }, by select-
ing values linearly spaced between {y2∗0.5, y2∗2}
and pass each example to the model to predict the
N values of {Ŷ1, ŶN }. We can then calculate the
R-squared values of the linear regression for each
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Figure 4: Full finetuning experiments with 1% to 10%
of the training data.

pair of numbers in a sentence. We pick a threshold
value τ and build a deterministic classifier which
predicts “Neutral” if the R-squared value is less
than τ , “Positive” if the R-squared value is greater
than τ and the slope is positive, and “Negative” if
the R-squared value is greater than τ and the slope
is negative. When evaluated on a held out test set
this classifier performs close to randomly guessing
the label.

4 Related Work

4.1 Numerical Reasoning
An active area of research in NLP is focused
on solving numerical reasoning tasks. There
have been many datasets collected such as AQuA-
RAT (Ling et al., 2017), Dolphin18K (Huang
et al., 2016), Math23K (Wang et al., 2017),
MathQA (Amini et al., 2019) which contain a math-
ematical question expressed in natural language
and an answer. Benchmarks which aim to evaluate
the general abilities of LLMs like BIG-bench, have
also incorporated numerical reasoning tasks such
as arithmetic questions or unit conversion (Srivas-
tava and et al., 2022). To solve these problems a
model needs to perform certain necessary calcula-
tions to arrive at the answer. Typically the value
of the numbers provide no information to help dis-
ambiguate the derivation of the solution and can be
treated symbolically. One key aspect of these tasks
is that there exists no ambiguity in the answer.

4.2 Commonsense Reasoning
Another area of research has focused on cloze-style
prediction of numbers in textual contexts. Certain
works have limited the output space of numbers
to small ranges (Lin et al., 2020), their exponent
value (Chen et al., 2019) whilst others have aimed

to produce distributions over the entire real number
line (Spithourakis and Riedel, 2018; Spokoyny and
Berg-Kirkpatrick, 2020). As opposed to the pre-
vious section, these tasks commonly do not have
a correct answer but are ambiguous. A great ad-
vantage of numerical cloze-style reasoning is the
ubiquity of available data in different forms and do-
mains. However, it is difficult to measure progress
and interpret the evaluation metrics such as likeli-
hood for these types of commonsense tasks.

There are other NLP tasks which have concen-
trated on the difficulties that arise when numbers
are present in a text. Ravichander et al. (2019)
proposed EQUATE, a benchmark quantitative rea-
soning in natural language inference while other
works have focused on quantity entailment (Roy
et al., 2015). Dubey et al. (2019) built a dataset
where the numerical values were useful to predict
the sentiment of sarcastic tweets. Sundararaman
et al. (2022) proposed a classification task of num-
bers into entities (Count, Size, Year, Percentage,
Date, Age), while similar work has considered the
problem of solving numeric Fused-Heads (Elazar
and Goldberg, 2019). Our work on the correlation
task focuses on a particular relationship between
two quantities in text. However there are others po-
tential relationships between numbers in text that
could be explored such as causation.

5 Conclusion

We introduced a new task of predicting numerical
correlation in text and build an annotated dataset to
evaluate models on this task. Using this dataset we
show that pretrained language models have poor
performance on this task and that current methods
to add numerically aware pretraining to models are
not effective. We identified that there exists a large
gap between human performance and the best su-
pervised model. In the future we hope to expand
our annotation to include the slope of the correla-
tion. We believe that predicting both the slope and
correlation type of two numbers can be improve in-
terpretability in numerical question answering and
commonsense reasoning applications. In future
work we also plan to expand the dataset to cap-
ture numerical correlation relationships in longer
chunks of text such as paragraphs and documents.
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Figure 5: Instructions given to the labellers for the qualification task.

# Ex Text Label

1. I wear my nike shoes out in only **3** months because the soles are only **1/2** an inch thick. Positive
2. To cook a 20 lb turkey place in the oven for **2** hours at **435** degrees. Negative
3. Jordan trained for his race by running **5** miles at a pace of **10** mph. Negative
4. The president travels on average **thirty** times a year on Air Force one a Boeing **747**. No Relationship
5. My house has **2** bedrooms and is **1800** square feet. Positive
6. Blackthorn was one of **39** original **180** feet seagoing buoy tenders built between 1942-1944. No Relationship
7. The family bought a **two** ton pickup truck with 180 hp and a fuel efficiency of **25** miles per gallon. Negative
8. My subaru has a **4** cylinder and **150** horse power enginer. Positive
9. Like all Type UB III submarines UB-102 carried **10** torpedoes and was armed with a **10** cms deck gun. No Relationship
10. The Triple Crown of Canoe Racing consists of three separate marathon races with a total distance of **308** miles over **5** days of racing. Positive

Table 2: The ten examples used to qualify AMTworkers.
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