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Rafał Poświata & Michał Perełkiewicz
National Information Processing Institute, 00-608 Warsaw, Poland

{rposwiata, mperelkiewicz}@opi.org.pl

Abstract

This paper presents our winning solution for the
Shared Task on Detecting Signs of Depression
from Social Media Text at LT-EDI-ACL2022.
The task was to create a system that, given so-
cial media posts in English, should detect the
level of depression as ‘not depressed’, ‘moder-
ately depressed’ or ‘severely depressed’. We
based our solution on transformer-based lan-
guage models. We fine-tuned selected models:
BERT, RoBERTa, XLNet, of which the best re-
sults were obtained for RoBERTalarge. Then, us-
ing the prepared corpus, we trained our own lan-
guage model called DepRoBERTa (RoBERTa
for Depression Detection). Fine-tuning of this
model improved the results. The third solu-
tion was to use the ensemble averaging, which
turned out to be the best solution. It achieved
a macro-averaged F1-score of 0.583. The
source code of prepared solution is available
at https://github.com/rafalposwiata/depression-
detection-lt-edi-2022.

1 Introduction

Depression (major depressive disorder) is a com-
mon and serious medical illness that, according to
World Health Organization (WHO), already af-
fects about 322 million people worldwide (WHO,
2017). The main symptoms of depression include:
feeling sad or having a depressed mood, loss of
interest or pleasure, feeling worthless or guilty,
insomnia or hypersomnia, thoughts of death and
suicidal ideation or suicide attempts (American
Psychiatric Association, 2013). When diagnosed
and treated quickly, it can greatly improve qual-
ity of live and in some cases even save it. Such
rapid detection of depression signs is possible, for
example, based on the social media posts of the
individual (De Choudhury et al., 2013). Following
this assumption, Sampath et al. (2022) organized at
LT-EDI-ACL2022 the Shared Task on Detecting
Signs of Depression from Social Media Text. The
task was to create a system that, given social media

posts in English, should classify the level of depres-
sion as ‘not depressed’, ‘moderately depressed’
or ‘severely depressed’.

In this paper we present our solution for this com-
petition. The paper is organized as follows. Section
2 describes related work with particular emphasis
on issues of depression detection in social media.
Section 3 presents the dataset and its modification.
The process of developing our solution is explained
in Section 4. The next section shows performed ex-
periments, the results, along with the error analysis.
Finally, Section 6 concludes this paper.

2 Related Work

De Choudhury et al. (2013) authored one of the
first papers on detecting depression based on so-
cial media posts. In their work, they collected a
group of Twitter1 users diagnosed with depression
whose one-year posts were used to create a statis-
tical classifier to estimate the risk of depression.
Tsugawa et al. (2015) prepared the dataset in a sim-
ilar way but for Japanese users, and then trained a
Support Vector Machines (SVM) classifier to esti-
mate the presence of active depression. Wolohan
et al. (2018) created a dataset based on Reddit2

posts in which users were assigned to one group:
depressed or control. Then, among other things,
they analyzed their posts using the Linguistic In-
quiry and Wordcount Tool (LIWC) (Pennebaker
et al., 2015). Pirina and Çöltekin (2018) also used
Reddit as a data source and with other datasets they
verified how training data can affect the quality of a
SVM-based model to identify depression. Tadesse
et al. (2019) use different types of approaches to
text encoding (the LIWC dictionary, Latent Dirich-
let Allocation (LDA) topics or N-grams) to explore
the users’ linguistic usage in the depressive posts.
Arora and Arora (2019) analyze tweets for depres-
sion and anxiety by using Multinomial Naive Bayes

1https://twitter.com
2https://www.reddit.com
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PID Text Label
train_pid_6035 Happy New Years Everyone : We made it another year not depression

train_pid_35 My life gets worse every year : That’s what it feels like anyway.... moderate
train_pid_8066 Words can’t describe how bad I feel right now : I just want to fall asleep forever. severe

Table 1: Samples from the dataset.

and Support Vector Regression (SVR) Algorithm
as a classifier. Lin et al. (2020) create SenseMood
system to detect depression from tweets based on
visual and textual features using Convolutional
Neural Network (CNN) and BERT language model.
Zogan et al. (2021) propose novel summarization
boosted deep framework for depression detection
called DepressionNet. Other works worth men-
tioning include Aswathy et al. (2019); Haque et al.
(2021); William and Suhartono (2021).

For text-based classification, the last few years
have been primarily a time of deep learning and
large pre-trained transformer-based language mod-
els (Min et al., 2021). This kind of solutions
achieve state-of-the-art results for numerous classi-
fication tasks (Devlin et al., 2019; Liu et al., 2019;
Chan et al., 2020; Dadas et al., 2020).

3 Dataset

The dataset used in the competition consists of En-
glish posts from Reddit, where each was annotated
with one of the labels: not depression, moder-
ate and severe (Kayalvizhi and Thenmozhi, 2022).
The first label indicates a case where no signs of
depression were identified. The other two labels
show that symptoms in the post indicate moderate
or severe depression respectively. Example texts
with labels from the dataset are presented in Table 1.
The dataset was divided into three parts: train, dev,
and test. Labels for the test part were not provided
by the organizers, as this one was the part on which
the solutions were verified. To verify the quality of
the collections used to prepare the solution (train,
dev), we first verified their diversity by removing
duplicate records containing the same posts. As a
result of this step, we noticed that the train set con-
sists of a large number of the same examples, and
the unique ones are only 2,720 (out of 8,891 total).
In the case of the dev set, the difference was much
smaller, i.e., 4,481 unique against 4,496 all. It is
good practice to make the train set larger than the
dev or test set. This is especially important when
using machine learning or deep learning methods
where the quality of the model directly depends on

the number and variety of samples during training.
Therefore, we decided to use part of the dev set for
training, leaving 1,000 examples for verification
(we kept the class distribution close to the original
one). As a result, the train set we used in our exper-
iments counted 6,006 unique examples (the final
number is due to the fact that there were overlaps
between the original train and dev sets). The whole
process of preparing the dataset, including class
distribution, is shown in Figure 1. What is worth
noting is that the dataset is unbalanced, and the
severe class is underrepresented.

4 Our solution

We organized the work on our solution into three
steps, which will be presented in the following
subsections.

4.1 Fine-tuned Transformer-Based Language
Models

First, we fine-tune several commonly used English
pre-trained language models. We use the stan-
dard fine-tuning procedure like Devlin et al. (2019),
which involves training pre-trained language model
with classification head on top (a linear layer on
top of the pooled output). The following mod-
els were utilized: BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019) and XLNet (Yang
et al., 2019). Both in base and large version. All
models were downloaded from the Hugging Face
hub3. The best result on the dev set was achieved
by RoBERTalarge, which will be further described
in Section 5.3.

4.2 Pre-trained and Fine-tuned Domain
Specific Transformer-Based Language
Model

The models used in the previous step were pre-
trained on general domain corpora (e.g. English
Wikipedia or BooksCorpus). It can be assumed
that most of the texts from these corpora did not
manifest symptoms of depression. Inspired by Lee
et al. (2019), we decided to pre-train our own

3https://huggingface.co/models
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train dev test

not depression 1,971 1,830 -

moderate 6,019 2,306 -

severe 901 360 -

total 8,891 4,496 3,245

Removing  
duplicates  
(train and dev)

Original dataset
Dataset without duplicates

in train and dev sets

Final dataset

Adding dev  
samples to  

train w/o 
duplicates

train dev test

not depression 916 1,817 -

moderate 1,401 2,304 -

severe 403 360 -

total 2,720 4,481 3,245

train dev test

not depression 2,255 400 -

moderate 3,101 510 -

severe 650 90 -

total 6,006 1,000 3,245

Figure 1: The process of preparing the dataset including the distribution of classes at each step. The dashes (-) are
due to the lack of labels for the test set.

yensemble = arg max(
softmax( y′

RoBERTalarge
) + softmax( y′

DepRoBERTa )

2
) (1)

language model on texts mainly expressing de-
pression. We built a corpus based on the Reddit
Mental Health Dataset (Low et al., 2020) and
a dataset of 20,000 posts from r/depression and
r/SuicideWatch subreddits4. We filtered the data
appropriately, leaving mainly those related to de-
pression (31,2%), anxiety (20,5%) and suicide
(18.1%), which resulted in a corpora consisting
of 396,968 posts. We used a further pre-training
technique where the model weights were initialized
with the RoBERTalarge model weights, since it was
the fine-tuning of this particular model that gave the
best results in the first step. We called the resulting
model DepRoBERTa (RoBERTa for Depression
Detection). For more information on the corpus
statistics and the pre-training process, we refer you
to the appendices. Then, as with the models in Sec-
tion 4.1, we performed DepRoBERTa fine-tuning
on the train set.

4.3 Ensemble
In the last step, we combined the best models
obtained in the previous steps using ensemble

4https://www.kaggle.com/xavrig/reddit-dataset-
rdepression-and-rsuicidewatch

averaging (Naftaly et al., 1999). This method
involves averaging the predictions from a group
of models, and its implementation in our case is
presented in Equation 1. Where y′

RoBERTalarge

and y′
DepRoBERTa are vectors of raw (non-

normalized) predictions generated by fine-tuned
RoBERTalarge and DepRoBERTa, respectively.

Parameter Value
Optimizer AdamW
Learning rate 5e-6
Batch size 16
Dropout 0.1
Weight decay (L2) 0.1
Epochs 10
Validation after no. steps 100
Max sequence length 300

Table 2: Hyper-parameters used when fine-tuning mod-
els.
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Model Accuracy Precision Recall F1-score

BERTbase 0.627 0.586 0.574 0.579

BERTlarge 0.606 0.568 0.566 0.566

RoBERTabase 0.622 0.567 0.573 0.570

RoBERTalarge 0.664 0.629 0.591 0.605

XLNetbase 0.654 0.632 0.576 0.590

XLNetlarge 0.639 0.611 0.597 0.602

DepRoBERTa 0.661 0.628 0.607 0.616

Ensemble 0.695 0.663 0.621 0.637

Table 3: Results of each model on the dev set. Bolded and underlined values indicate the best and second-best
scores for models from each of the three steps for a given measure.

Model Accuracy Precision Recall F1-score

RoBERTalarge 0.614 0.583 0.564 0.552

DepRoBERTa 0.626 0.575 0.588 0.571

Ensemble 0.658 0.586 0.591 0.583

Table 4: Results of submitted models on the test set (official competition results made available by the competition
organisers). Bolded and underlined values indicate the best and second-best scores for the measure, respectively.

5 Experiments and Results

5.1 Experimental Setup
We utilized Simple Transformers library (Ra-
japakse, 2019) to perform experiments, includ-
ing models fine-tuning and pre-training the
DepRoBERTa model. Used hyper-parameters are
presented in Table 2. The fine-tuning procedure for
each model was repeated 5 times using the train and
dev sets described in Section 3. All experiments
were run on a single GPU Tesla V100.

5.2 Metrics
The metrics used during the experiments are accu-
racy, macro-averaged precision, macro-averaged
recall and macro-averaged F1-score across all the
classes. The macro-averaged F1-score was the
main measure when evaluating solutions.

5.3 Results
Table 3 shows the results on the dev set. Among
the fine-tuned transformer-based language models,
RoBERTalarge model was the best in terms of accu-
racy (0.664) and F1-score (0.605). In the other two
measures, XLNet models were better, respectively
XLNetbase for precision (0.632) and XLNetlarge
for recall (0.597). RoBERTalarge was second in
these cases. We improved the F1-score by 0.011 us-
ing the DepRoBERTa fine-tuned model. This was

mainly due to the high score for the recall measure
(0.607), as the results for the other measures were
worse than RoBERTalarge. Ensemble proved to be
the best approach by achieving the highest scores
on each measure, having an F1-score of 0.637 (an
improvement of 0.021 over DepRoBERTa). Due
to these results, we have chosen as our official com-
petition solutions: RoBERTalarge, DepRoBERTa
and Ensemble. The results they achieved on the
test set are presented in Table 4. As expected, En-
semble proved to be the best by achieving an F1-
score of 0.583. This score gave our team the 1st
place among the 31 participating teams.

5.4 Errors Analysis

To be able to evaluate the errors and strengths of our
models, we created the confusion matrices shown
in Figure 2. Each model specializes in one class,
i.e. it achieves the best results for a different class.
RoBERTalarge performs best for the not depres-
sion class, DepRoBERTa for the severe class, and
Ensemble for the moderate class. The most com-
mon mistake is to assign a severe class to a post
originally tagged as moderate. A mistake that also
often occurs is confusion between not depression
and modereate classes. The analysis was carried
out on the dev set as the competition organisers did
not provide labels for the test set.
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Figure 2: Normalized confusion matrices for RoBERTalarge, DepRoBERTa and their ensemble on the dev set.

6 Conclusion

In this paper, we presented a solution to the Shared
Task on Detecting Signs of Depression from Social
Media Text at LT-EDI-ACL2022. The use of en-
semble averaging previously fine-tuned language
models proved to be the best. As part of this work,
in addition to the models designed for this compe-
tition, we also prepared a new pre-train language
model, DepRoBERTa. In the future it can be used
for other depression detection tasks. We plan to pre-
train it further on a larger corpus of texts expressing
depression, as an extension of this work.

The code of our solution and pre-
pared models are available online at
https://github.com/rafalposwiata/depression-
detection-lt-edi-2022.
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Appendix

A Previous competitions

The Shared Task on Detecting Signs of Depres-
sion from Social Media Text at LT-EDI-ACL2022
was not the first competition to address the topic
of depression detection. To the best of our knowl-
edge, the first was the CLPsych 2015 Shared Task:
Depression and PTSD on Twitter (Coppersmith
et al., 2015). The shared task consisted of three
tasks, two of which related to depression: identify-
ing depressed users from a control group and dis-
tinguishing depressed users from those with PTSD
(post-traumatic stress disorder). The SVM clas-
sifier and its variants have proven to be the best
and most popular solution (Resnik et al., 2015;
Preoţiuc-Pietro et al., 2015). This was followed
by a series of eRisk competitions as part of the
CLEF conference (Losada et al., 2017, 2018, 2019,
2020; Parapar et al., 2021). In the first two edi-
tions (2017-2018), the problem was defined as an
early risk detection task. So, in addition to identi-
fying depression, the system should be able to do
so by having the shortest possible list of posts or
chunks of a user’s posting history. In subsequent
editions (2019-2021), participants were asked to
create systems that would determine a user’s sever-
ity of depression based on their posts by predicting
their responses to a standard depression question-
naire derived from the Beck’s Depression Inventory

(BDI) (BECK et al., 1961). In the case of eRisk
contests, the datasets created were based on Reddit
posts.

B Reddit Depression Corpora

subreddit # posts %

depression 123,824 31.2

suicidewatch 71,816 18.1

anxiety 53,797 13.6

bpd 21,836 5.5

lonely 21,399 5.4

socialanxiety 19,648 4.9

fitness 10,000 2.5

jokes 10,000 2.5

legaladvice 10,000 2.5

parenting 10,000 2.5

personalfinance 10,000 2.5

relationships 10,000 2.5

healthanxiety 7,847 2.0

ptsd 7,551 1.9

bipolarreddit 5,186 1.3

teaching 4,064 1.0

Table 5: Statistics of the corpus formed to pre-train
DepRoBERTa.

C DepRoBERTa

Parameter Value
Optimizer AdamW
Learning rate 4e-5
Batch size 50
Dropout 0.1
Epochs 10
Training samples 389,028
Validation samples 7,940
Validation after no. steps 5,000

Table 6: Configuration used when pre-training
DepRoBERTa.
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